Welcome to the 2016 System Operability Framework

We are in the midst of an energy revolution. The economic landscape, developments in technology and consumer behaviour are changing at an unprecedented rate, creating more opportunities than ever for the energy industry.

The 2016 System Operability Framework (SOF), along with our other system operator publications, aims to encourage and inform debate, leading to changes that ensure a secure, sustainable and affordable energy future.

Your views, knowledge and insight have shaped the publication, helping us to better understand the future of energy. Thank you for this valuable input over the past year. Now our 2016 analysis is complete, we have been able to look holistically at the results. Once again, the themes and messages have evolved according to your feedback and deeper insights from our analysis.

More than ever, we must address the flexibility and operability needs of the power system with efficient whole system solutions. This requires transparency of requirements and signals to bring competition to markets and drive down costs for the end consumer.

In SOF 2016, we have focused on providing you with greater insight through a new approach that considers year-round balancing, flexibility and operability needs. The results set the direction for developments across industry rules, tools and assets. We will use this information to inform a future operability strategy that aims to facilitate solutions from the whole industry.

I hope that you find this document, along with our other system operator publications, useful as a catalyst for wider debate. For more information about all our publications, please see page 12.

Please share your views with us; you can find details of how to contact us on our website: www.nationalgrid.com/sof.

Richard Smith
Head of Network Capability (Electricity)
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Executive summary

1.1 What is the System Operability Framework?

The System Operability Framework (SOF) is published annually by National Grid in our capacity as the GB system operator. It forms part of the Future of Energy suite of publications. It identifies system operability requirements that are needed to accommodate the changing energy landscape. The purpose of SOF 2016 is to set a clear direction for the development of industry rules, tools and assets according to changing operational needs.

Our annual development process takes insight from the Future Energy Scenarios (FES) and combines it with stakeholder views, network performance standards and operational experience to inform a programme of technical assessments. We apply an evolutionary approach to the SOF, which continues to develop, based on your feedback, to better meet your needs.

This year, 379 of you also contributed to an extended programme of webinars to develop and discuss the direction of this year’s programme. Thank you for your support and other contributions via our website, customer seminars and direct communications.

Over the last year, you have helped us to refine the spectrum of topics to those which are most important for future system operation and most meaningful to you. Notably, we have enhanced our analysis with the addition of a new topic, Balancing and Flexibility. This has allowed us to conduct more detailed assessments and provide more refined insight than ever before.

The Balancing and Flexibility topic describes how we produced a series of year-round views of credible generation and demand behaviours over the next ten years for each future energy scenario. We explore a number of different ‘flexibility cases’ throughout the publication as we have applied this information to inform three aspects of our system operability needs:

- What are our requirements?
- When do they arise?
- How do they change over time?
Table 1.1
SOF 2016 topics

<table>
<thead>
<tr>
<th>Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balancing and Flexibility</td>
<td>This topic describes the process by which we developed the future energy scenarios into half-hourly data. This allowed us to explore generation and demand flexibility over the next ten years and provided insight into the range and distribution of requirements across other topics.</td>
</tr>
<tr>
<td>Frequency Management</td>
<td>This topic describes the characteristics and operational needs that govern the regulation and control of frequency. We have updated a number of areas with our latest views including assessments of system inertia, rate of change of frequency and frequency containment.</td>
</tr>
<tr>
<td>Voltage Management</td>
<td>This topic describes the characteristics and needs which govern the regulation and recovery of regional voltages to the appropriate level. We have built on previous regional analyses to provide greater insight across steady-state, disturbance and post-disturbance timescales.</td>
</tr>
<tr>
<td>Whole System Coordination</td>
<td>This topic describes areas where capabilities must be enhanced across the whole system to ensure effective and efficient operation in the future. We have broadened our assessments across networks with support from the distribution companies to enhance our assessments in these areas.</td>
</tr>
</tbody>
</table>
1.2 Key messages

The SOF sets out system requirements from our perspective as the GB system operator. We look forward to an increasing dialogue with developers and businesses who can address these requirements as we work together to ensure a safe, secure and affordable energy system as the system decarbonises, decentralises and digitises. Throughout our assessments, three key messages emerge:

<table>
<thead>
<tr>
<th>Key messages</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balancing and flexibility</td>
<td>Distributed generator outputs and interconnector flows increase in size and variability throughout the decade assessed for SOF 2016. Large generators and other interconnectors will have to operate more flexibly to accommodate this, complemented by growth in balancing tools and technologies such as energy storage and flexible demand.</td>
</tr>
<tr>
<td>Frequency and voltage management</td>
<td>Growing non-synchronous generation contributes to a shortage of dynamic, immediate responses to frequency and voltage changes. A holistic approach which harnesses capabilities across energy and network resources is required to address this shortage.</td>
</tr>
<tr>
<td>Whole system coordination</td>
<td>Small generators are not presently asked to provide or rewarded for the same performance and visibility as the larger plant that they displace. Future requirements for energy balancing, frequency and voltage management can be addressed more efficiently with participation from resources across the whole power system.</td>
</tr>
</tbody>
</table>
1.3 Development of SOF 2016

Stakeholder engagement
An enhanced programme of engagement has been at the heart of our development process this year. We recognise that to identify and address future operational needs, we require input from across the sector which represents a broad range of views. Cross-industry collaboration is essential to ensure that economic solutions can be found to provide the best value for the end consumer.

This philosophy has been reflected in our programme of open-invitation webinars with live question and answer sessions. Each webinar session was run twice for a total of six webinar events.

In May, we outlined our approach in a pre-assessment webinar. We consulted with 133 of you on the topics to include in this year’s SOF 2016 and the changes we were making to reflect your feedback. We followed with a mid-assessment webinar in July, where 150 of you were updated on our progress. In September we presented a post-assessment preview of our findings webinar to 96 of you prior to our November launch event.

Our webinar sessions were attended by 379 attendees, representing over 100 different organisations. We have consulted with a spectrum of developers, manufacturers, network owners, academics and service providers from Great Britain and around the world.

Figure 1.1 Programme of SOF 2016 engagement
You said, we did
We gathered your feedback following the publication of SOF 2015 and throughout the consultation process for SOF 2016. There were a number of consistent themes in your responses which have shaped the direction of this year’s document. You told us you wanted:

- Concise messages for a broader audience from technical and non-technical backgrounds
  - We have changed the structure of our topics and presentation of our analysis to cater for a more diverse readership, as outlined in ‘How to use this document’.
- Deeper insight into medium-term operability needs with greater confidence
  - We have focused our assessments on a ten-year time horizon with greater granularity on the range and distribution of needs across each year.
- Clearer requirements to facilitate the identification and appraisal of potential solutions
  - We have outlined a set of fundamental requirements without prescribing particular solutions to fulfil them. We know what is needed, when it is needed and how those needs change according to the solution and flexibility assumptions.

SOF 2016 does...
- assess a range of views of the future through the lens of the future energy scenarios
- conduct balancing and flexibility modelling on the basis of credible operational assumptions
- describe system operability requirements for each topic
- set the direction for the development of solutions across codes, services and assets.

SOF 2016 doesn’t...
- involve detailed commercial modelling of variable market conditions
- conduct probabilistic analysis or assess the likelihood of any of the future energy scenarios coming to pass
- prescribe solutions to codes, services, assets or other operability tools
- conduct assessment of energy margins or security of supply.
1.4 How to use this document

We have acted on your feedback to make our publication more accessible to a wider audience from diverse backgrounds. To support this aim, we have restructured our document. While we recommend that all readers review our Balancing and Flexibility chapter, the following guide indicates the content which is more suitable for all readers and that which is more suitable for technical readers in the other chapters. The Frequency Management topic is used in this example.

Figure 1.2 Reader’s guide to SOF 2016

All readers
Suited for those seeking a broad understanding of the topic, the areas assessed, and high level outcomes of our analysis.

Insights
What is frequency management?
Topic map
Consequences and requirements

Technical readers
Suited for those seeking a detailed understanding of specific assessments with additional background, results and discussion.

All readers
Insights
Technical readers

We hope this caters for a broader spectrum of audience than previous versions of the SOF and enables you to quickly access the information you are most interested in.

As outlined in ‘You said, we did’, this year we have added another dimension to our analysis by presenting much of our information as annual distribution curves. Since this is a new development for SOF 2016, the following guide provides two examples of how to read these types of chart.
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Figure 1.3

Example chart, distribution curve (top), duration curve (bottom)

The area under the curve shows the distribution of system inertia in 2016/17

The most common value is 220GVA.s

The minimum and maximum values are 100GVA.s and 350GVA.s

Distribution curves are used to show the spread of conditions across each year.

The values of the y-axis are not shown because they do not have any meaning outside of a strict mathematical sense.

The value is below 12kA for 52% of the year

The minimum and maximum values are 0.8kA and 17kA

The area under the curve shows the distribution of system inertia in 2016/17.
National Grid has an important role to play in leading the energy debate across our industry and working with you to make sure that we secure our shared energy future. As the system operator, we are perfectly placed as an enabler, informer and facilitator. The publications that we produce are intended to be a catalyst for debate, decision making and change.

The starting point for our Future of Energy publications is the Future Energy Scenarios (FES). The FES is published every year with input from stakeholders across the energy industry. The scenarios, which cover both electricity and gas, are based on the energy trilemma (security of supply, sustainability and affordability) and provide supply and demand projections out to 2050.

We use these scenarios to inform the network analysis and the investments we are planning to benefit our customers. You will see these scenarios referenced throughout this document, as well as the other Future of Energy publications. The 2016 Future Energy Scenarios are summarised below; however, we encourage you to read the FES 2016 or 'FES in five minutes' summary document for further insight.

1.5 Future of Energy publications

The 2016 Future Energy Scenarios

**Figure 1.4**

- **Consumer Power**: A market-driven world, with high levels of prosperity allowing for high investment and innovation. New technologies are prevalent and focus on the desires of consumers over and above reducing greenhouse gas emissions.

- **Gone Green**: A world where policy interventions and innovation are both ambitious and effective in reducing greenhouse gas emissions. The focus on long-term environmental goals, high levels of prosperity and advanced European harmonisation ensure that the 2050 carbon reduction target is achieved.

- **No Progression**: A world where business as usual activities prevail. Society is focused on the short term, concentrating on affordability above green ambition. Traditional sources of gas and electricity continue to dominate, with little innovation altering how energy is used.

- **Slow Progression**: A world where economic conditions limit society’s ability to transition as quickly as desired to a renewable, low carbon world. Choices for residential consumers and businesses are restricted, yet a range of new technologies and policies develop. This results in some progress towards decarbonisation but at a slower pace than society would like.

---

1 Future Energy Scenarios: http://fes.nationalgrid.com/
For short-term views of gas and electricity transmission, we produce the Summer Outlook Report\(^2\) and Winter Outlook Report\(^3\). We publish them ahead of each season to provide an assessment of gas and electricity supply and demand for the coming summer or winter. These publications are designed to support and inform business planning activities and are complemented by consultation.

We build our long-term view of gas and electricity transmission capability and operability through the following documents.

**Gas Ten Year Statement (GTYS)**\(^4\) describes in detail what and where entry and exit capacity is available on the gas national transmission system. GTYS provides an update on projects we are currently working on. It also provides our view of the capability requirements and network development decisions that will be required over the next ten years.

**Future Operability Planning (FOP)**\(^5\) describes how changing requirements affect the operability of the gas national transmission system. It considers how these affect operation and established processes. The FOP highlights a need to change the way we respond to you and market signals. This, in turn, may lead us to modify our operational processes and decision making. It helps to make sure we continue to maintain a resilient, safe and secure gas system now and in the future.

**Electricity Ten Year Statement (ETYS)**\(^6\) applies the Future Energy Scenarios to network models and highlights the capacity shortfalls on the GB National Electricity Transmission System over the next ten years. If you are interested in finding out about the network investment recommendations that we believe will meet these requirements across the GB electricity transmission network, please consider reading Network Options Assessment (NOA).

**Network Options Assessment (NOA)**\(^7\) builds on the future capacity requirements described in ETYS to present the network investment recommendations that we believe will meet them across the GB electricity transmission network. System Operability Framework (SOF)\(^8\) uses the Future Energy Scenarios to examine the future operability of GB electricity networks. It describes changes in operational requirements that set the direction for development of industry rules, tools and assets to address system operability needs.

To help shape these publications, we seek your views to share information across the energy industry and inform debate.

---


Chapter two

Balancing and flexibility
Balancing and flexibility

2.1 Insights

- Our balancing and flexibility assessment highlights the impact of growth in interconnection and distributed generation on the operation of the transmission system. It facilitates the other assessments and allows SOF 2016 to provide greater insight into operability requirements: how much, how often and how they change over time.

- Additional balancing actions are required to ensure sufficient flexibility when large generators are displaced by small generators. More flexibility is needed from small generators, demand and interconnectors.

- Transmission system demand becomes more variable as distributed generation with weather-dependent output grows. Low transmission system demands are experienced for more of the year and the lowest value decreases over the decade.

- Users of the power system must become more flexible in terms of synchronising, desynchronising and load following throughout the day.

- Flexibility and operability must be considered holistically across active and reactive power requirements to determine efficient solutions.
2.2 What is balancing and flexibility?

Balancing is the activity of matching supply with demand. This chapter has two parts: The first is about the modelling approach that we have used to provide greater insight into operability requirements; the second part is an assessment of changing flexibility requirements over the coming decade.

**Balancing**

In order to assess operability throughout each year, we required a credible dispatch of generation against a projection of future demand profiles. To do this, we developed a technique that uses data from the FES, such as installed capacities of generators and anticipated merit order\(^1\), combined with operational data and a simulation of European interconnector flows.

The model has two main components:

1. Demand profiler.
2. Generator dispatcher.

The demand profiler uses historical operational data together with data from the FES to project a daily demand profile for each day of the next decade.

The generator dispatcher selects which generators need to run to meet those demand profiles, while taking into account a flexibility requirement for system operation. It ensures that there is sufficient generation to meet demand and that this generation has the capability to increase or decrease output in short timescales. This is to account for demand forecast errors, renewable generation forecast errors, and potential generation breakdown. This simulates the actions of the balancing engineers in the national control centre.

**Flexibility**

The market operates in 48 settlement periods per day. In each half-hour period, generation must equal demand. It is the system operator’s role to resolve differences between them and what actually happens in real-time. It also has to shape the delivery of power minute-by-minute through the use of the Balancing Mechanism (BM).

\(^1\)An ordered list of generators, sorted by the marginal cost of generation.
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Figure 2.1\(^2\) describes how the activity of the energy market transitions into system operation timescales. Between ‘gate closure’ and real-time, the system operator has between 60 and 90 minutes\(^3\) to send instructions to participants in the Balancing Mechanism to increase or decrease their generation or demand.

**Figure 2.1**
*The Balancing Mechanism*

By the time of ‘gate closure’, each participant in the Balancing Mechanism, known as a Balancing Mechanism Unit (BMU), submits prices for adjusting their output. They also submit technical parameters such as their minimum and maximum output and how fast they can ‘ramp up’ or ‘ramp down’ their output, or demand (in the case of storage and interconnectors).

---


\(^3\)There are additional mechanisms for generators that require more than 90 minutes’ notice.
The system operator’s role is to optimise which units to adjust so that generation meets demand, as shown in Figure 2.2. This must be achieved in the most economical way, accounting for considerations such as flow constraints on the network and requirements to manage other system parameters such as voltage. There are also a number of ‘reserve’ services, which allow the system operator to access extra generation or demand at short notice, and ‘response’ services, which counteract second-by-second imbalances.

Figure 2.2
Example of system operator balancing actions
2.3 Balancing

Year-round modelling provides greater insight into system operation over the next ten years and forms a basis to assess system operability requirements.

**Background**
In the past, system operability has typically been assessed at the most challenging points of the year: winter peak and summer minimum transmission demands. This approach allowed for focused and detailed analysis of the extreme demand conditions, however, it only considered two half-hour periods of each year. Figure 2.3 shows the breadth of SOF 2016’s analysis compared to this approach.

![Figure 2.3 SOF 2016 analysis breadth](chart.png)
SOF 2016 provides this level of insight into operability for every year over the next decade. We wanted not only to measure the size of a requirement, but also understand how often it arises and for how long it exists. This allows for solutions to be better assessed based on how much capability is needed and how often it is required.

We developed an approach that combines historical data, projections from the FES and a simple representation of balancing requirements. We created a half-hourly demand profile for each day over the next decade and dispatched generation according to a merit-order based approach. By overlaying balancing requirements onto this dispatch, we then adjusted the plant which was running according to a set of sensitivities which we have called ‘flexibility cases’. These are further explained below. If you are interested in reading about the dispatch process in detail, please refer to the Balancing Methodology appendix.

**Flexibility cases**

To allow the system operator to match supply and demand, access to extra balancing resources is required a few hours ahead of real-time, which we call ‘reserve’. This reserve, positive and negative\(^4\), provides the system operator with the flexibility needed to react to unforeseen events, such as unit breakdowns and uncertainty in the demand and generation forecasts.

The amount of reserve required depends on the system conditions and varies throughout the day. The approximate range of positive reserve is between 3.6 GW and 5.5 GW, and negative reserve is between 2 GW and 3.5 GW. Typically, this reserve is spread across a number of part-loaded dispatchable generators, which are usually lower down the merit order than the other operational units. The units higher up the merit order, due to their lower marginal cost of generation, will be more heavily loaded or at full output. The part-loaded generators must have the capability to increase or decrease their output following an instruction from the system operator or automatically in response to frequency deviation, if they are selected to do so.

Since the flexibility requirement causes some transmission plant to run out of merit at periods of low demand and prevents units from running at full load at peak demand, we used sensitivity studies to test the effect of using alternative sources of flexibility. The other sources are not specified, but they could include flexible demand, interconnectors, and storage, among others.

These are our ‘flexibility cases’. They describe the proportion of the reserve requirement that is provided by part-loaded conventional plant\(^5\):

<table>
<thead>
<tr>
<th>Reserve from transmission conventional plant</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>100%</td>
</tr>
<tr>
<td>B</td>
<td>50%</td>
</tr>
<tr>
<td>C</td>
<td>0%</td>
</tr>
</tbody>
</table>

Throughout the SOF, we generally use flexibility case B and only use the other cases where relevant for comparison. Presently, the majority of the flexibility requirement is satisfied by conventional BMUs. Most of this is conventional thermal generation with some flexibility provided by storage and by non-synchronous generation. Today’s operating condition is therefore somewhere between flexibility case A and flexibility case B.

It is expected to become more like flexibility case B as access to flexibility from new and existing sources improves. An example of a recent development in this area is the new

---

\(^4\) Reserve or ‘upwards regulating reserve’ describes the ability to increase supply or reduce demand within four hours, and negative reserve or ‘downwards regulating reserve’ is the opposite – the ability to reduce generation or increase demand within four hours.

\(^5\) Hydro, biomass, gas (CCGT), coal, gas (OCGT) and gas oil are included.
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‘Demand Turn Up’ service\(^6\). Presently there are insufficient other sources of reserve to operate the system as modelled in flexibility case C, which is included to demonstrate pure market behaviours and the spectrum of flexibility that has been assessed.

Results

Demand

Transmission demand, both minimum and maximum, declines in all scenarios over the decade, as shown in Figure 2.4. This is a result of the trends in underlying demand and the growth of distributed generation, which suppresses transmission demand.

Figure 2.4 also shows how the growth in distributed solar generation affects the shape of the demand distribution curves. This is shown by the difference between the solid and dashed lines in respective years. The solid lines show the distribution of transmission demand while the dashed lines show the distribution of the same, plus the output of solar generation. This is equivalent to the distribution of transmission demand if it was not suppressed by distributed solar generation.

The first notable feature is the shape of the distributions at low transmission demands. Growth of solar generation causes transmission demand in the middle of the day to be suppressed to such an extent that it becomes the new point of daily minimum. These new levels of minimum transmission demand are shown in Figure 2.4 as a growth in the left-hand tail of the relevant distributions. Without this effect, the daily minimum transmission demand occurs at about 03:00 and there is not a difference between the relevant pair of solid and dashed lines.

The second is the frequent suppression of demands that would otherwise cause a local maximum between 30 GW and 35 GW, which indicates that typical transmission demands reduce by a remarkable magnitude. Growth in distributed solar generation has no effect on maximum transmission demands because they always occur during the hours of darkness.

---

\(^6\)Demand Turn Up: [http://www2.nationalgrid.com/UK/Services/Balancing-services/Reserve-services/Demand-Turn-Up](http://www2.nationalgrid.com/UK/Services/Balancing-services/Reserve-services/Demand-Turn-Up)
Figure 2.4
Distribution of transmission demand by scenario

Consumer Power

Gone Green

No Progression

Slow Progression

- 2016/17 transmission demand
- 2025/26 transmission demand
- 2016/17 transmission demand + distributed solar
- 2025/26 transmission demand + distributed solar
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Demand profiles
The distributions are informed by daily transmission demand profiles. Figure 2.5 shows how the profile for the first Monday in April might develop across the decade for each scenario.

Referring to the 2016/17 profile, the notable features include:
- a 13 GW morning pick-up occurs over four hours from 03:00
- a prolonged demand suppression occurs in the middle of the day due to distributed solar generation
- an evening demand pick-up starts at approximately 16:00, with peak demand at 19:00 (sunset at 18:45).

The variance in distributed solar generation growth between scenarios increases over the decade, as shown by the demand suppression in the middle of the day by 2025/26. In addition to the magnitude of the suppression, the intermittency in output from distributed generation is also evident. The example from 2025/26 uses a reference day which had more changeable wind and solar conditions (4 April 2011) than the example from 2016/17 (26 March 2012). The more variable output of distributed wind and solar generation is shown by the more variable shape of the transmission demand profile.

Figure 2.5
Transmission demand profiles, spring

---

7 Note that all times, including those used in graphs, are in GMT.
8 All sunset times are for Warwick, United Kingdom, GMT.
9 For more information on the dispatch assumptions, please refer to the Balancing Methodology appendix, page 178
The profiles for the days of summer minimum transmission demand are shown in Figure 2.6. Summer minimum demand usually occurs on a Sunday, although for No Progression and Slow Progression it occurs on a Monday in 2020/21. The 2016/17 profile, which occurs on a Sunday in August, has the following features:

- minimum demand of 16.8 GW at 03:30
- morning pick-up of to 5 GW over six hours
- high output from distributed solar suppresses demand by 7 GW from morning peak value
- the evening peak occurs at 20:00 (sunset at 19:45).

By 2020/21, there are two notable changes to the profiles. The first is that in the scenarios with the greatest distributed solar generation growth, Gone Green and Consumer Power, the time of the minimum has moved from the early hours to the middle of the day. The second is that in Slow Progression and No Progression the minimum still occurs in the early hours of the morning, but in this example occurs on a Monday in September. This differs from Gone Green and Consumer Power, in which it occurs on a Sunday in May. The time of year at which minimum transmission system demand occurs is therefore more variable in the future.

By 2025/26, in all scenarios except No Progression, the growth in distributed solar generation suppresses the transmission demand profile to such an extent that there is no morning pick-up. In these three scenarios, minimum transmission demand ranges from 2.2 GW in Consumer Power to 9.6 GW in Slow Progression. The evening peak for these three scenarios is approximately 26 GW, which means an evening pick up of between 23.5 GW and 17.2 GW over eight and a half hours. In No Progression, the minimum remains in the early morning at a value of 13.8 GW, which rises by 18.4 GW over 12 hours. In 2025/26, the summer minimum demand occurs on a Sunday in all scenarios, in September for the No Progression scenario and in June for the other three scenarios.

Figure 2.6
Transmission demand profiles, summer minimum

---

10 Approximate values.
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The profiles for the days of the winter maximum transmission demand are shown in Figure 2.7. Unlike summer minimum demand, winter maximum demand occurs on the same date for every scenario in every year because it is not driven by the growth in distributed solar generation. The features of the 2016/17 profile, which occurs on a Wednesday, include:

- Minimum demand of 29.3 GW at 04:00
- Morning pick-up of 18.5 GW over five hours
- Demand remains relatively flat until the evening pick-up of 2.6 GW over three hours
- Maximum demand of 51.5 GW at 17:30 (sunset at 14:55).

Over the course of the decade, the maximum demand reduces to between 44.8 GW and 48.8 GW, while the minimum demand falls to between 15.3 GW and 16.4 GW. This leads to the morning pick-up increasing in magnitude over a smaller timespan, as detailed in Table 2.1. The change in demand pick-up increases from 56 MW/minute in all scenarios in 2016/17, to between 73 MW/minute and 100 MW/minute (No Progression and Consumer Power respectively).

Figure 2.7
Transmission demand profiles, winter maximum

![Graph showing transmission demand profiles for 2016/17, 2020/21, and 2025/26 scenarios.](image-url)
<table>
<thead>
<tr>
<th></th>
<th>2016/17</th>
<th></th>
<th>2025/26</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pick-up (GW)</td>
<td>Duration (h:mm)</td>
<td>Demand ramp rate (MW/mn)</td>
<td>Pick-up (GW)</td>
</tr>
<tr>
<td>Slow Progression</td>
<td>18.5</td>
<td>5:30</td>
<td>56</td>
<td>21.6</td>
</tr>
<tr>
<td>No Progression</td>
<td>21.9</td>
<td>5:00</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>Gone Green</td>
<td>17.9</td>
<td>4:30</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>Consumer Power</td>
<td>21.0</td>
<td>3:30</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
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**Generation**

Figure 2.8 shows generation dispatched to meet a transmission demand profile. This example is the first Monday in April 2016/17, *Gone Green*. From the bottom up, nuclear generation runs at baseload throughout the whole day. If the net interconnector flow into GB is importing, it is shown as a positive value above the nuclear output. The relatively small outputs of wind, solar and marine generation that are connected to the transmission system are then shown, before the various types of conventional generation: hydro, biomass, gas, coal and gas oil. If the available generation has been dispatched and demand has not yet been satisfied, storage units are dispatched. If subsequently there is still a shortfall, the remainder of unsatisfied demand is allocated to a generic ‘other balancing’ resource. This represents actions or services that are out of scope of the modelling, such as behaviour changes due to price signals or flexible demand services.

The dashed lines above and below the transmission demand line mark the boundaries of the flexibility that is available in real-time from conventional BMUs. It is the maximum range that could be reached by the conventional units running at that time if they were all moved to their maximum or minimum\(^1\) output.

Distributed generation is overlaid above the transmission demand line. This generation is not dispatched in the same way as the transmission generation, but it is illustrated to make clear its effect on transmission demand and subsequently the generation required to balance the system.

\(^1\) Minimum output is assumed to be 55% of each unit’s capacity.
Generation by scenario

Summer

Figure 2.9 shows the generation dispatch for the day of the summer minimum transmission demand in June 2025/26 Consumer Power.

The output from distributed solar generation is so great, up to 25 GW, that it requires the interconnectors to export up to 8.7 GW to achieve balance. When the flow across all of the interconnectors is a net export, this is shown as negative generation on the graphs. The same is true for storage – when acting like a generator (exporting power to the network) it is shown as positive, but when acting like demand (importing power from the network into storage) it is shown as negative. Note that storage is not generally used as part of the dispatch because it is factored into the flexibility cases. Conventional BMUs continue to run only to meet the flexibility requirement and to ensure that the nuclear units are not deloaded.

The transmission demand line diverges from the boundary between distributed generation and centralised generation during times of export. It represents the level of transmission demand within GB, excluding flows into storage or interconnectors.

---

Note:

12 Interconnectors are used as the main balancing item in the modelling. In reality, the flexibility that the interconnectors provide in the modelling would be found from a variety of sources.

13 See the appendix for more information on the balancing methodology and use of storage technology.

14 This definition of demand is sometimes known strictly as ‘national demand’.

---

Figure 2.9
Generation dispatch example, summer, Consumer Power
Balancing and flexibility

Figure 2.10 shows how the days of summer minimum manifest in each of the scenarios in 2016/17, 2020/21 and 2025/26. Note the growth of both interconnection and distributed solar, and the interaction between them. In later years the capacity of nuclear generation reduces, which alleviates the downwards flexibility constraint. This constraint could be alleviated in earlier years if the existing fleet of nuclear generators were more flexible in their operation.

**Figure 2.10**
*Generation dispatch, summer minimum demand*

Each graph covers 24 hours from midnight
Each graph covers 24 hours from midnight.
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Winter
Figure 2.11 shows the generation dispatch for the day of the winter maximum transmission demand in December 2020/21 for Slow Progression. In this example, interconnector imports into GB from mainland Europe are maximised, as is dispatchable generation and storage export. The residual, represented as 'other balancing', would be managed through demand-side measures or other sources of flexibility.

Figure 2.11
Generation dispatch example, winter 2020/21, Slow Progression
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Figure 2.12 shows how the days of winter maximum demand manifest in each of the scenarios in 2016/17, 2020/21 and 2025/26. Note how the availability of coal plant reduces even in the first five years and the subsequent growth in demand-side measures and interconnector capacity.

Figure 2.12
Generation dispatch, winter peak demand

Each graph covers 24 hours from midnight
Each graph covers 24 hours from midnight
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Generation by flexibility case

The preceding examples all use flexibility case B. Figure 2.13 shows how the alternative flexibility cases affect the dispatch.

Flexibility case A requires that 100% of the flexibility requirement is held on part-loaded conventional BMUs. These units must run no lower than their minimum level of output, assumed to be 55% of each unit’s capacity. Furthermore, since the flexibility requirement includes the facility to increase or decrease output, the part-loaded units typically run at a set point that is approximately 70% of their capacity. Typically, the upwards flexibility requirement (increase generation or decrease demand) is approximately twice the size of the downwards (decrease generation or increase demand) so the 70% set point allows flexibility of -15%+/+30%. This means that the output of these units is much greater than the flexibility requirement alone. To create enough room for these units to provide this capability, the flows across interconnectors to mainland Europe are reduced and, if necessary, reversed.

In comparison, flexibility case C does not require any flexibility to be held on part-loaded conventional BMUs. This case represents a condition where all of the flexibility is held on units with a neutral operating position, unlike the 70% of capacity set-point of the conventional units. These sources of flexibility could include flexible demand, storage assets or interconnectors, but the exact distribution of flexibility across technologies is not within the scope of the modelling. Note that the dashed lines show how much flexibility the dispatch has, not what the requirement is.
Figure 2.13
Generation dispatch for flexibility cases A and C, summer 2020/21, Gone Green
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Figure 2.14 shows how the days of summer minimum demand manifest in each of the flexibility cases in 2020/21, for all scenarios. Note the effect of holding more of the flexibility requirement on conventional BMUs at periods of low demand. Recall that while the interconnectors are used in the modelling as the main balancing resource to create room for the part-loaded conventional plant, it could be sourced from elsewhere.

**Figure 2.14**
*Generation dispatch by flexibility case, summer minimum demand*

*Each graph covers 24 hours from midnight*
Each graph covers 24 hours from midnight.
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2.4 Flexibility

Growth in interconnection and distributed generation will displace transmission generation, the remainder of which will be required to be increasingly flexible unless other sources are realised. Action is required to ensure that rapid changes in interconnector power flows do not cause system security risks.

Background

The system operator’s ability to maintain balance between generation and demand is determined by two capabilities. The first is upwards and downwards regulation capability. This is the total capability of the generators which are running to increase or decrease output to follow demand. The second is ramp rate capability. This is the maximum rate at which the generation fleet can change its output. Both capabilities depend on the energy resources available and their technical characteristics.

The Balancing assessment shows that the generation mix moves towards increased distributed generation and interconnection to external systems. Existing approaches to balancing the system, which are mostly dependent on transmission-connected generation and the capabilities inherent to those units, will therefore need to adapt.

Distributed generation differs from transmission-connected generation in two main ways. The first is that the output of the majority of these generators is not visible to the system operator, either in advance or in real-time. The second is that the system operator does not have the ability to instruct them to adjust their output, except in the case of an emergency or where a system service has been contracted with a visibility requirement. As the capacity of distributed generation grows, which displaces the conventional generation connected to the transmission system, these characteristics will impact the system operator’s ability to forecast requirements and access the services necessary for balancing in real-time.

Growth of interconnection presents both improved technical capabilities and increased operational risks. An individual interconnector is able to vary the power flow across it at a rate in excess of 50MW/s. This gives interconnectors the capability to provide the systems to which they connect with very fast support, if required. The same capability, if not appropriately managed, could also rapidly lead to a large imbalance in supply and demand.

In the case of a small system connected to a large system, such as GB to mainland Europe, this is a material risk to the smaller system.

The direction of power flow across each interconnector is governed by the difference in power price between the markets to which it connects. Power generally flows from the lower price area to the higher price area.

When market conditions change, the flow across the interconnector will change at the earliest opportunity. Since capacity to transfer power across each interconnector is traded in fixed 30-minute time blocks, interconnector movements occur at fixed time points throughout the day. This quantisation increases the likelihood of multiple interconnectors changing their flow simultaneously.
Results
The following assessments compare the change in generation or demand between each settlement period, averaged to a per-minute rate.

Demand
The variability of transmission demand increases over the decade in all scenarios; the largest changes occur in Consumer Power and Gone Green. This is shown in Figure 2.15 by the reduction in the proportion of time with changes of demand close to 0 MW/minute. This occurs as a result of the growth of variable distributed generation, such as wind and solar generation, the output of which causes transmission demand to be more variable. Note that the method smoothes out changes in demand which endure for less than 30 minutes and therefore will underestimate the maximum ramp rates.

Figure 2.15
Annual distribution of half-hourly variation in transmission demand
The impact of distributed solar generation on the transmission demand profile is shown in Figure 2.16, which shows two similar days\textsuperscript{15} with different capacities of distributed solar generation. The profile for the day from 2017 has been scaled down by 3.4 GW to calibrate the two profiles for comparison by aligning the periods of darkness. The comparison shows how the demand profile for the day in 2025 is suppressed by distributed solar generation, causing a drop-off between 07:00 and 12:30 and pick-up between 12:30 and 19:00, marked by the white dashed line. During this time for the day in 2017, demand remains relatively constant over the same period. It is this interaction that drives the changes in the distributions in Figure 2.15.

Furthermore, the effect of the transmission demand suppression on an individual transmission connected generator is shown. A generic 500 MW unit is shown offline in the middle of the day for approximately six hours, when it would have otherwise run from morning until evening, for a period of 16½ hours. This regime of ‘two shifting’ reduces the efficiency of these units and imparts greater stresses on thermal power stations in particular, which leads to lower reliability. This could lead to an increase in short run marginal cost.

\textsuperscript{15} They share the same reference day, 5 April 2011. Both are from the Gone Green scenario.
Generation
As the number of running transmission-connected generating units drops as they are displaced by distributed generation, so does the total ramp rate capability available to the system operator.

The residual ramp rate capability is the maximum rate at which dispatchable generation could increase or reduce its output, less the coincident rate of change in demand. It is a measure of the ability of the running generation to respond to further changes in demand or the output of other generators, for example due to a breakdown or a change in interconnector flows.

The units which are counted as dispatchable in this context are the BMUs which are running at the time and have headroom or footroom\(^{16}\) available. It excludes nuclear generators, which are assumed to be inflexible for this assessment, and storage units, which are usually excluded from the dispatch stack in the Balancing assessment\(^{17}\).

The method evaluates initial ramp rate capability given the units’ position at the beginning of the settlement period. It does not assess for how long that ramp rate could be sustained. Furthermore, the ramp rate capability is calculated assuming that the system operator could instruct all online units simultaneously. Existing operational systems restrict the number of most types of instruction to one every two minutes, with one instruction required for each BMU. Instructions can be issued a short time in advance when there is sufficient certainty in the requirements which helps to alleviate this constraint.

The distributions of residual ramp rate capability are shown in Figure 2.17. Positive values correspond to upward ramp rates and negative values correspond to downward ramp rates.

---

\(^{16}\) Ability to reduce generation down to their stable export limit (SEL) or design minimum operating level (DMOL), usually approximately 55% of the unit capacity for a conventional generator.

\(^{17}\) For more information, please refer to the Balancing Methodology appendix, page 178.
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**Figure 2.17**
Annual distributions of the residual ramp rate capability

---

**Consumer Power**

**Gone Green**

**No Progression**

**Slow Progression**

---

<table>
<thead>
<tr>
<th>Year</th>
<th>Mean ramp rate (MW/minute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016/17</td>
<td>-1200, -800, -400, 0, 400</td>
</tr>
<tr>
<td>2020/21</td>
<td>-1200, -800, -400, 0, 400</td>
</tr>
<tr>
<td>2025/26</td>
<td>-1200, -800, -400, 0, 400</td>
</tr>
</tbody>
</table>

---

- 2016/17
- 2020/21
- 2025/26
The upwards ramp rate capability is restricted by the number of part-loaded units as a result of the system operator’s flexibility requirement. The downwards ramp rate capability is restricted by the number of units running above stable export limit. This means that the capability available is high at times of high demand because there are many generators running. When demand is low, this capability is substantially reduced.

Figure 2.18 shows how the flexibility case affects the distribution of ramp rate capability. When the number of part-loaded units is reduced, by reducing the proportion of flexibility provided by conventional generators, the upwards ramp rate in particular is greatly restricted. At time of lower demands, when the flexibility requirement requires a minimum amount of downwards flexibility, the downwards ramp rate is similarly restricted.

Figure 2.18
Annual distributions of residual generation ramp rate by flexibility case, 2020/21
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Figure 2.19 shows that the distribution of downwards residual ramp rates is highly seasonal and heavily influenced by demand. Downwards flexibility is lower in summer when transmission demand is low and, consequently, the number of units running is also low. This occurs frequently, particularly overnight when gross demand is low (as is transmission demand) and during sunny days when transmission demand is suppressed by distributed solar generation. The latter case is suggested by the local maximum at approximately -100MW for the curve for August 2020.

Figure 2.19
Annual distribution of residual generation ramp rate, summer vs. winter, Gone Green 2020/21

Mean ramp rate (MW/minute)

Aug 2020  Jan 2021
Interconnectors
The majority of future interconnector projects, by number and transfer capacity, will connect GB to mainland Europe. The relative sizes of these systems means that a large and fast change in interconnector flows could have a detrimental effect in the GB system but be negligible to the European system.

Figure 2.20 shows the growth in the number of GB interconnectors. Existing ramp limits of 100MW/minute have been applied to each interconnector between GB and mainland Europe. Since there is a single GB market price to which all interconnectors are sensitive, there is a possibility of price changes causing numerous interconnectors to ramp rapidly at the same time. This means that the ramp limit risk to GB will increase with each new interconnector if current practice continues without modification.
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In addition to the rate of any change in net import or export, the increasing range of interconnection capacity, shown in Figure 2.21, will exceed the capacity of the generation that is available to the system operator in real-time. For example, at times of summer minimum transmission demand towards the end of the decade, transmission demand might be as low as 2.2 GW (Consumer Power) or 5.3 GW (Gone Green), against an interconnector capacity of 19.8 GW or 19.1 GW respectively.

Figure 2.21
GB interconnection capacity
Figure 2.22 illustrates a case where two interconnectors reduce net flow into GB by 2 GW (or increase net export by the same amount) each at their present allocated ramp rate of 100 MW/minute. This represents a third of the interconnector capacity range between GB and mainland Europe in 2016/17, for example moving from 3 GW import to 1 GW import. In this example, in addition to storage, there are 20 generators available to increase generation after instruction from the system operator, the details of which are given in Table 2.2.

**Figure 2.22**
*Interconnector movement example 1: 2 GW ramp over two interconnectors at 100 MW/minute each*

![Graph showing interconnector movement example 1](image)

**Table 2.2**
*Units available to system operator for interconnector ramping examples*

<table>
<thead>
<tr>
<th></th>
<th>Headroom at start of interconnector ramp (MW)</th>
<th>Ramp rate (MW/mn)</th>
<th>Quantity</th>
<th>Delay from start of ramp (mn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage</td>
<td>2000</td>
<td>999</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Type 1</td>
<td>125</td>
<td>12</td>
<td>11</td>
<td>0–10</td>
</tr>
<tr>
<td>Type 2</td>
<td>100</td>
<td>50</td>
<td>2</td>
<td>10–15</td>
</tr>
<tr>
<td>Type 3</td>
<td>500</td>
<td>8</td>
<td>4</td>
<td>20–35</td>
</tr>
<tr>
<td>Type 4</td>
<td>500</td>
<td>5</td>
<td>3</td>
<td>40–50</td>
</tr>
</tbody>
</table>
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When the interconnectors start to ramp, the storage and type 1 generator are able to respond immediately. The next generators are dispatched as per the delays in Table 2.2.

Generation and demand remain balanced throughout. Figure 2.23 shows how the storage satisfies the ramp rate until the conventional generation can catch up, at which time it starts to displace the storage.

Figure 2.23
Interconnector movement example 1: Ramp rates of reserve on conventional plant and storage
In a second example, Figure 2.24, there is a 4.9 GW movement over six interconnectors, which is a third of the interconnector capacity with mainland Europe for Consumer Power in 2020/21. The same dispatchable generators are available as for the previous example.

In this case, as Figure 2.25 shows, while there is sufficient capacity to initially match the ramp rate, there is insufficient to sustain it. The result is a generation shortfall of approximately 2.3 GW.

*Figure 2.24*
*Interconnector movement example 2: 4.9 GW over six interconnectors at 100 MW/minute each*
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Figure 2.25
Interconnector movement example 2:
Ramp rates of reserve on conventional plant and pumped hydro

Flexibility
There are five main elements to flexibility from a system operability perspective:

1. Synchronisation and de-synchronisation.
2. Ramp rates.
3. Operational range.
4. Reactive support.
5. Controllability.

As discussed earlier, with reference to Figure 2.16, as growth in distributed generation leads to changes in the daily transmission demand profile, the BMUs will need to adapt. This includes an expectation that these units will need to be more flexible in terms of shifting on and off more than once per day and spend less time at constant levels of output as they counteract the increased variability from wind and solar generation.

Figure 2.26 illustrates the value of an increased operational range when managing the conflict that occurs when optimising between real-time demand and flexibility requirements; upwards (headroom) and downwards (footroom). In this illustrative example, the system operator has access to equally sized units, all 500 MW. The real-time output required from these units is 1000 MW, and there is a requirement for at least 300 MW of footroom and 600 MW of headroom. When the stable export limit (SEL) of the units is set at a typical level of 55% of capacity, it is not possible to meet both the demand and flexibility requirements. The same is true for a SEL of 45%. When SEL is reduced to 35%, all the requirements can be satisfied.
These conditions are experienced during periods of low demand, particularly in advance of a forecast pick-up in demand – such as overnight before the morning pick-up. This is discussed in detail in the Balancing and Operability case study, see page 53.

The first three elements of flexibility focus on active power balancing, however, the fourth recognises the need to meet reactive power requirements. Energy resources that provide flexible reactive power support in addition to active power are more valuable to the system operator than those without this capability. These requirements are the subject of detailed assessments in the Voltage Management chapter, see page 102.

Finally, all the other elements of flexibility are dependent on the fifth, which is the ability to take instruction, either directly or indirectly from the system operator, for example via an aggregator. These requirements are the subject of detailed discussion in the Whole System Coordination chapter, see page 142.
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Conclusions
Increasing capacities of variable output energy sources require that the rest of the power system becomes more flexible. It is necessary to develop additional flexibility in generation and demand across the whole system, at both transmission and distribution network voltage levels.

The technical capabilities of growing energy resources are not limited by the same physical restrictions of conventional generation, which has historically formed the majority of the generation background. These characteristics allow for very flexible output, but could lead to system security risks if not appropriately controlled and coordinated for optimal benefit.

This is particularly evident in the growth of interconnectors, which could potentially vary the power flows between GB and external systems more quickly than the rest of the energy resources in GB could respond. There is a requirement, therefore, to develop methods to limit the risks presented by the potential for large swings of power flow between GB and interconnected markets and the costs of managing their effects. The requirement will grow with the addition of interconnection capacity above the level of today.

While the assessments have focused on interconnectors, it should be noted that the same considerations equally apply to other technology types which can quickly change their output according to a price signal. For example, as the installed capacity of energy storage devices grows, there is a need to consider potential herding behaviour of many fast-acting devices in response to a price signal. This could similarly rapidly create an imbalance in supply and demand. Providers of flexibility must therefore either address the requirements which facilitate their own movements, or the cost of other providers addressing these needs must be accounted for on a cost reflective basis.
Chapter two

2.5 Balancing and operability: 5–8 August 2016

Overview
This section describes a real example of the issues which our Balancing assessment enables us to identify. It also demonstrates the complex interactions between different operability needs, where action to resolve one requirement can create others. On the morning of Sunday 7 August we experienced the lowest transmission system demand in recent years, 16.3 GW. It was particularly windy over the weekend and the combination of low demand, high wind output and high solar output meant that a significant number of system operator interventions had to be taken for balancing and operability reasons. While many different operability requirements and interactions had to be accounted for during this period, a number of particularly challenging areas are highlighted in this case study.

- **Downward regulation** – requires sufficient generation able to quickly reduce its output to manage unexpected fluctuations in the balance of supply and demand.
- **High frequency response** – requires sufficient response available to prevent frequency from rising above operational limits for the largest demand loss.
- **Rate of Change of Frequency (RoCoF)** – requires sufficient system inertia or control of the largest generation or demand loss to prevent frequency from changing too quickly, as covered in the Frequency Management chapter.
- **Voltage regulation** – requires sufficient static and dynamic reactive power available in the right locations, as covered in the Voltage Management chapter.

Chain of events: 5–8 August
The chain of events demonstrates the complex interactions between different operability requirements and outlines a scenario which is expected to be more common in the future.

The transmission-connected wind generation forecast for the weekend, as of the morning of Friday 5 August, is shown in Figure 2.27. Wind generation was forecast to rise from approximately 1 GW at noon on Saturday to approximately 7 GW overnight and into the early hours of Sunday. It was to remain high throughout Sunday morning and into Monday. High output from distributed wind and solar generation was also forecast, particularly on Saturday and Sunday, as shown in Figure 2.28.
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Figure 2.27
Transmission connected wind generation forecast

Figure 2.28
Distributed wind and solar generation forecast
The lowest transmission system demand was forecast to be between 16.1 GW and 17.1 GW at 04:30 on Sunday morning (16.3 GW out-turn). Forecasts also indicated that there would not be enough downward regulation. This meant that, after all available actions had been taken on flexible plant, the system operator may not have been able to manage any surplus of generation. There was a high risk of a negative reserve active power margin notice being issued. This is a request for additional flexibility and an indication that emergency instructions might be issued to disconnect plant that is not flexible or plant which does not participate in the Balancing Mechanism. Electricity prices in GB were low due to high wind and solar generation and low demand, therefore only the most efficient synchronous machines were due to run over the weekend. Trades were performed to sell power over the interconnectors. The interconnector bipoles typically represent the largest single loss of generation. Selling power over the interconnectors reduces import to GB which can help to alleviate both RoCoF and downward regulation constraints by increasing demand for power stations in GB.

In addition to interconnector actions, contracts for Demand Turn Up were used. Other contracts were used to bring more synchronous generators on at a low active power output. Eight additional synchronous generators bids were taken to manage voltage through the Sunday minimum demand period. Other generators had to reduce their output to create room for these eight machines, which created additional challenges sourcing sufficient downward regulation. A total of 3.3 GW of trades were required to source downward regulation whilst optimising for RoCoF and voltage over the Sunday minimum demand period. A total of 2 GW of wind actions were also taken to manage power flow constraints over the Scottish border. This also helped to alleviate the downward regulation requirements.

Trades to manage RoCoF risks were required throughout the weekend. The lowest generation loss that would have resulted in breaching the RoCoF limit was 678 MW. This was recorded at 14:30 on Saturday afternoon, at which time the largest single loss of generation risk was 635 MW.

There were two limitations on the amount of power which could be sold over the interconnectors. Firstly, a control system issue limited the French interconnector export. Secondly, if an interconnector bipole had exported more than 560 MW, it would have become the largest demand loss risk. Over the minimum demand period, there would not have been sufficient generation providing High Frequency Response for a demand loss of more than 580 MW. This limited the power which could be sold over the Dutch interconnector.
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Conclusions

The combination of high wind generation, high solar generation and low demand experienced over the weekend meant that there was very limited synchronous generation running. This limited the capabilities to regulate the voltage, manage RoCoF risks, and also limited the available downward regulation. Expensive actions across the interconnectors were critical to allow additional synchronous generation to run which could provide these capabilities. Some of the trading actions satisfied multiple requirements. Other trades were necessary to reduce a specific requirement, but increased needs in other areas. As the penetration of solar and wind generation increases, there will be an increasing number of periods where the system operator has to manage simultaneous interacting requirements. This highlights the need for additional flexibility while considering the interaction with operability needs.
2.6 Consequences and requirements

Balancing resources will need to become increasingly flexible to facilitate the use of intermittent and variable sources of power generation. This includes the ability to frequently synchronise and desynchronise, as well as varying output while synchronised.

There are opportunities to further develop demand-side services during both periods of high and low demand. The periods of low demand are likely to be an area for growth over the next decade.

Market conditions can lead interconnectors to operate in a way that is detrimental to the operability of the system. This becomes a risk when interconnection capacity is not small relative to the rest of the generation that is controllable by the system operator. There is therefore a requirement for the system operator to maintain the capability to control interconnector flows without having to resort to emergency protocols.

Action is required to ensure that rapid changes in interconnector power flows do not cause system security risks. The growing number and capacity of interconnectors present the risk that simultaneous changes in flow across multiple interconnectors could combine to a net movement that is greater than the capability to respond of the energy resources within GB. This risk may equally apply to other fast-acting and price-sensitive technology types in the future as installed capacities grow, for example energy storage devices. The risk of synchronised movements is high due to capacity trading arrangements, which are organised in fixed time periods throughout the day. There is therefore a requirement to develop methods to ensure that rapid changes in power import or export do not present system security risks, nor cause disproportionate operability costs to accommodate them.
Chapter three

Frequency management
3.1 Insights

- When limited large synchronous generation is running, low system inertia will require greater intervention from the system operator.

- Frequency is more volatile when system inertia is low, which occurs more often.

- System inertia cannot fall below a specified limit to avoid the unwanted disconnection of distributed generation in the event of a frequency disturbance. The limit cannot be relaxed until generator protection settings are changed or relays are replaced, which needs to be coordinated across the industry.

- Inertia is distinct from the fast injection of active power after a measurement delay, often referred to as synthetic inertia.

- A review of frequency response services would facilitate more efficient development of frequency management solutions.
3.2 What is frequency management?

Frequency is the number of alternating current cycles per second of the power system. It is determined by the speed of the generators and motors that are synchronised to the system.

When generation and demand are balanced, frequency remains constant. When there is a power shortage, for example due to a loss of generation, the power shortage is supplied from the energy stored in the rotating masses of machines that are directly coupled to the system. This slows these machines down and, consequently, reduces the system frequency. When there is a power surplus, the opposite action causes frequency to rise.

The rate at which frequency changes following a loss of generation or demand depends on the total amount of energy stored in the inertia of rotating masses which are synchronised to the system. When inertia is high, more energy is stored in rotating masses and the frequency change is slower.

In general terms, the bigger and heavier a machine is, the more inertia it has. This includes the contributions from the turbines that drive the generator, the fluid that drives the turbines and any other mechanical loads. As inertia increases, so does the effort required to speed the machine up or slow it down. The designs of thermal power stations (coal, gas, biomass, nuclear) and large hydro power stations require the use of large rotating components which have high inertia, as illustrated in Figure 3.1.

As frequency changes, frequency response providers increase or decrease their output to reduce the power imbalance. This action aims to arrest and contain frequency excursions. Further balancing actions are usually required thereafter to restore the frequency to its nominal value through providers of reserve.

The system operator is responsible for maintaining an adequate level of frequency response and enough reserve to ensure the frequency remains within the operating ranges defined in the Security and Quality of Supply Standards and the Grid Code, between 49.5 Hz and 50.5 Hz and as close as possible to 50 Hz.
System inertia is the aggregated inertia of all of the rotating machines (generators and motors) that are coupled to the system. Approximately 70% of system inertia is provided by large conventional power stations that are synchronised with the power system. The rest is provided by other sources, such as smaller synchronous generators, synchronous demand and induction motors.

In order for a machine to contribute to system inertia, there has to be a direct electromagnetic coupling between the machine and the power system. This direct coupling allows disturbances on the system to be translated into a mechanical torque that acts on the machine rotor. The absence of this direct coupling, for example due to use of power electronic converters, prevents machines from contributing to system inertia. In addition, technologies that do not have moving parts, such as solar photovoltaic or interconnectors, do not contribute to system inertia.

Synchronous or direct coupling can be visualised as a chain that connects two conveyor belts that represent a synchronous generator and the power system, as shown in Figure 3.2. In this analogy, a change in the speed of one conveyor belt will affect the other.
Non-synchronous or indirect coupling can be visualised as a roller that allows the transfer of power (represented by boxes) between the two belts without the generator and the power system having to be connected and moving at the same speed. This is shown in Figure 3.3 where a change in the speed of one conveyor belt will not affect the other.
In this chapter, we concentrate on the frequency containment phase which, as shown in Figure 3.4, takes place over the first 60 seconds following a disturbance. The combination of frequency response within these 60 seconds and additional reserve, in general, provides the system operator with the capability required for the recovery phase following a disturbance to return to steady-state frequency regulation.
**System Inertia** is a characteristic of the system that defines how much energy is available in the rotating masses of all machines that are directly coupled to the system to instantaneously balance any surplus or deficit in power.

**Fast Active Power Injection** explores the injection of power as quickly as possible after a measurement delay. This is not the same as inertia, a distinction which we investigate in this section.

**Rate of Change of Frequency** explores the rate at which frequency changes following a disturbance. It needs to be limited to prevent loss of mains protection from disconnecting distributed generation and to provide enough time for frequency response to contain frequency excursions.

**Frequency Containment** explores the ability of frequency response to arrest the drop in frequency following a loss of power supply, or rise following the loss of demand, without exceeding the limits defined in the Grid Code and the Security and Quality of Supply Standards.
3.4 Consequences and requirements

As system inertia drops due to the increasing proportion of non-synchronous generation, inertia becomes the major driver for frequency management requirements. Currently, system inertia can be no lower than 130 GVA.s post-fault without de-loading nuclear generators or emergency instructions to disconnect inflexible generators. This is due to the restriction on post-fault rate of change of frequency imposed by some loss of mains protection relays used by distributed generators. The pre-fault lowest inertia can be up to 8 GVA.s higher depending on the largest loss and how much inertia it contributes.

Figure 3.5 shows the range of unconstrained system inertia changes across the decade, with the maximum and minimum values across all scenarios highlighted. The lowest system inertia which has been experienced in the recent past was 135 GVA.s on 7 August 2016.

Figure 3.5 shows the range of unconstrained system inertia changes across the decade, with the maximum and minimum values across all scenarios highlighted. The lowest system inertia which has been experienced in the recent past was 135 GVA.s on 7 August 2016.
Provision of inertia at times of low transmission demand would currently require increasing intervention from the system operator to instruct conventional generators to run, even if they are out of economic merit. This case is represented in our assessments by **flexibility case A**.

The drop in inertia and increase in the largest generation or demand risk will require the development of new frequency response solutions. The design of new approaches in the medium and long term is likely to require a review of existing frequency response services.
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3.5 Assessments

3.5.1 System inertia

A reduction in large conventional generators will reduce system inertia which increases the magnitude of frequency excursions.

Background
Rotating generators and motors store kinetic energy in their rotors. The kinetic energy stored varies with their speed of rotation. When their speed increases, energy is transferred from the power system to the store of kinetic energy and vice versa. The amount of energy stored in each machine is proportional to its rotational inertia. For the same change in speed, a machine with greater inertia will transfer more energy in or out of the power system than one with less inertia.

The principle of conservation of energy dictates that power in must equal power out at all times. When there is a power imbalance, energy is transferred between the kinetic energy stored in the rotating machines and the power system in order to maintain equilibrium between generation and demand. This behaviour acts to regulate the system frequency and damp disturbances.

In the case of a loss of generation, this transfer from the kinetic energy store to the power system means that the coupled machines slow down and consequently, so does the electrical frequency of the power system. From the moment of the loss of generation, the power transferred out of the kinetic energy store must equal the imbalance between generation and demand. The opposite is true for a loss of demand.

Figure 3.6 shows how simulations of a 30GW power system respond in the first two seconds after 1000MW is instantaneously disconnected. It compares the behaviour of a system with 200GVA.s of system inertia to one with 100GVA.s.
Immediately after the disconnection, there is an imbalance of -1000 MW. In order to achieve balance, the kinetic energy stored in the synchronous machines starts to be transferred to the power system at a rate of 1000 MW. As a result, those machines start to slow down which is shown by the falling frequency. A consequence of the reducing frequency is a reduction in the power demand from motors, which is proportional to frequency. Based on observation, this currently drops by approximately 2.5% per Hertz\(^1\). The reduction in demand reduces the size of the imbalance, so the rate of energy transfer from the kinetic energy store to the power system reduces by the same amount. The sum of the power from inertia and the reduction in demand is always equal to the size of the initial generation loss. There is an assumption that no frequency response is delivered in this period.

In summary, the term ‘system inertia’ is used as a convenient way to describe the quantity of kinetic energy stored in the rotating parts of the machines that are coupled to the power system. It is expressed in GVA.s, which is equivalent to GJ. This relatively small store of usable energy inherently helps to regulate the balance between generation and demand.

The amount of this energy store that is used for managing frequency is restricted by the frequency limits being applied. For example, for a frequency deviation of ±0.5 Hz, only ±2% of the stored kinetic energy can be transferred before the frequency limit is exceeded. For a system with 200 GVA.s, this equates to 4 GVA.s (4 GJ) or approximately 4 seconds for an imbalance of 1 GW.

\(^{1}\)This relationship is explained in more detail on page 84.
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**Results**

In all scenarios the proportion of conventional transmission connected generation that is running at any particular time reduces. Figure 3.7 shows how the distribution of system inertia changes across the decade for all scenarios for flexibility case B. In all scenarios, both the highest and lowest system inertias decrease and the proportion of time at low levels of inertia increases.

The peaks on the left side of the distributions in Figure 3.7 show that the system is running close to the minimum number of units required by the system operator for its flexibility requirement. This inertia level will eventually become the most common under the **Gone Green** and **Consumer Power** scenarios.

---

**Figure 3.7**

*Annual distributions of system inertia (GVA.s) by scenario (flexibility case B)*

![Graph showing annual distributions of system inertia (GVA.s) by scenario (flexibility case B).](image)
Figure 3.8 shows that by holding the flexibility requirement on conventional BMUs, flexibility case A maintains the lowest system inertia at approximately 125 GVA.s in all scenarios. In the Consumer Power and Gone Green scenarios, the higher levels of non-synchronous generation displace conventional generation more often so that the system operator’s flexibility requirement constrains conventional plant on to run when they otherwise would not. In No Progression and Slow Progression, system inertia is higher for a greater proportion of time. The lower capacities of distributed generation in these scenarios do not interact with the system operator’s flexibility requirement as often, shown by the similar distributions for flexibility cases B and C.
Conclusions
The lowest level of system inertia will reduce throughout the decade and the proportion of time when the system runs at low inertia will increase. This is caused by the growing capacity of non-synchronous energy resources that displace large conventional generators, the major contributor toward system inertia. The level of system operator intervention, here expressed as the flexibility requirement, modifies the distribution of system inertia. Keeping part-loaded conventional generators running for the purpose of flexibility, when they would otherwise be displaced by non-synchronous resources, effectively creates a minimum inertia floor. The impact of this intervention is greater for scenarios with greater capacities of non-synchronous resources.
3.5.2

Fast active power injection

System inertia is an inherent characteristic of machines that are coupled to the power system which naturally and immediately damp disturbances to system frequency. This is distinct from fast active power injection after a measurement delay, sometimes referred to as synthetic inertia.

**Background**

System inertia is a measure of the kinetic energy stored in the rotating components of machines coupled to the power system. The inherent behaviour of these machines opposes changes in frequency through the transfer of power between their stored kinetic energy and the power system.

Fast active power injection\(^2\) is the exchange of power between a unit that does not contribute to system inertia and the power system. This requires the measurement of system variables, which necessitates a time delay for the measurement to be taken and the associated control system to respond. It is often referred to as synthetic inertia, but the delay means that its behaviour is equivalent to very fast frequency response.

With existing providers of system inertia running less often and ultimately closing, there is interest in new approaches to address the inertia gap. The following explains the differences between the behaviours of system inertia and fast active power injection.

---

\(^2\)Fast active power injection is described here as power input in response to demand exceeding supply. The principle applies equally to the converse situation.
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Results
Figure 3.9 shows how power is transferred from inertia in the case of an instantaneous loss of 1000 MW of generation on a system with 20 GW of demand. In the case with 100 GVA.s of system inertia, the rate of change of frequency (RoCoF) reaches a minimum value of -0.25 Hz/s, twice that for the 200 GVA.s example, which is -0.125 Hz/s. This is a baseline against which to compare a system with fast active power injection.

Figure 3.9
1000 MW generation loss

![Diagram showing the change in power from inertia, demand, frequency, and absolute RoCoF over time for 100 GVA.s and 200 GVA.s of system inertia.](image)
Figure 3.10
1000 MW generation loss with 500 MW of fast active power injection at 300ms

Figure 3.10 repeats the simulation but adds an active power injection at 300ms for the system with 100 GVA.s. The 300ms period is representative of the time necessary to measure system variables with the confidence that they are not being distorted by temporary local disturbances. During the measurement period, no response is delivered and the system behaves in the same way as the previous example. Following the active power injection, the apparent loss is halved and the rate of change of frequency becomes similar to the simulation with twice the level of system inertia (200 GVA.s).
Conclusions
System inertia is an inherent mechanism that acts to regulate frequency. It is provided as a consequence of the characteristics of synchronous machines and is not explicitly valued by the energy market. In the case of an unplanned disconnection of generation or demand, system inertia immediately opposes the change in frequency to stabilise it. Given that some devices are sensitive to the rate of change of frequency for periods as short as 200ms, it is necessary to make the distinction between the immediate support of system inertia and the delayed response of an active power injection.

There is ongoing academic interest in the development of theoretical methods, but a practical solution is yet to be demonstrated. Measurement and processing times could be reduced, but it is necessary to ensure that any response would not be erroneously triggered by local or transient conditions. Furthermore, consideration should be given to the distribution of such a response on a relatively weak network that could lead to undesirable system dynamics.

While access to fast and controllable sources of active power are required, as discussed in Frequency Containment (page 84), these cannot be directly exchanged with system inertia.
3.5.3 Rate of change of frequency

Falling system inertia increases the likelihood that over 6 GW of distributed generation could inadvertently disconnect due to overly sensitive protection systems based on rate of change of frequency.

**Background**

Some faults, once cleared, may result in the isolation of sections of the distribution network from the rest of the power system. If the output of distributed generation in the isolated section matches the demand, it may form a self-sustaining power island that operates at a frequency, voltage, and phase angle that are different to the main system. As the distribution network owner (DNO) tries to restore this section, there could be a material risk to plant and personnel.

To mitigate this risk, distributed generation is required to be fitted with ‘loss of mains’ protection that detects islanding events and subsequently disconnects the generator from the system and forces the power island to be shut down. This allows the DNO to restore the connection to that part of the network in a safe and secure manner. When the network has been restored, the distributed generator can reconnect.

One of the most common methods available to detect islanding is based on the rate of change of frequency (RoCoF). This method assumes that islanding of a section of distribution system will result in a RoCoF that is higher than that associated with normal generation/demand loss events on the system.

The original RoCoF settings of the loss of mains protection devices were based on a power system in which the minimum inertia was relatively high. As the minimum system inertia drops, RoCoF levels resulting from generation loss or demand loss could exceed the settings of RoCoF-based protection which would result in unnecessary loss of distributed generation. If a large loss of generation was immediately followed by a widespread disconnection of distributed generation, the resulting imbalance would have a severely detrimental effect on system frequency and could lead to further disturbances.

To mitigate this risk, the system operator takes action to limit the rate of change of frequency that would occur for the imbalance caused by a large instantaneous loss of generation or demand. Since RoCoF is a function of imbalance and system inertia, as shown in the following equation and graphically in Figure 3.11, these are the two variables that the system operator can adjust.

\[
\text{RoCoF [Hz/s]} = \frac{50 \text{ [Hz]}}{2} \times \frac{\text{Imbalance [MW]}}{\text{Inertia [MVA.s]}}
\]
It is generally much more expensive to increase inertia by synchronising an extra generating unit than to reduce the size of the largest loss risk. The size of the largest potential loss of generation or demand is therefore reduced until the point where it becomes more economical to synchronise more units to increase system inertia. This typically involves repositioning interconnector flows and restricting the output of large generators that are at risk of being disconnected as a result of a single fault due to network topology, before instructing individual large units to de-load. It can also involve instructing pumped storage units to act as synchronous compensators by spinning in air, which has the effect of increasing inertia, or to pump, which has the combined effect of increasing inertia and demand.

These actions are taken to minimise the risk of a RoCoF of 0.125 Hz/s because the quantity of the generation that could be disconnected as a result of spurious action of RoCoF-based protection is large, but the precise level of generation at risk is unknown to the system operator in real-time.

There is an ongoing programme to replace or update the relevant protection systems, including RoCoF protection, under the guidance of a joint Grid Code and Distribution Code working group. Figure 3.12 shows the progress of this programme to change or replace RoCoF relays for generators with a capacity greater than 5 MW. As of September 2016, the remaining generation capacity for units in this category was 1.5 GW. The most recent estimate of the total capacity of smaller generators with this type of protection is at least 5 GW and the Distribution Code presently still permits new RoCoF-based protection systems to be fitted on generators of this size.

---

3 There are also a small number of conventional generators that have the capability of running in a synchronous compensation mode.

4 The system operator does not receive operational data from the vast majority of distributed generators. For more information about visibility, see page 146.

5 GC0079 - http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-code/Modifications/GC0035-GC0079/

6 Figures submitted to the Distribution Code Review Panel
When the programme has been completed for all generators, the system’s RoCoF limit will instead be driven by the capability of response or the mechanical limitations of generators to withstand the loads placed on them as a result of rapid frequency deviations. These limitations, being less restrictive than those presented by RoCoF-based protection, are not included in the following assessments.

There is a small but growing amount of evidence that a different type of loss of mains protection, called ‘vector shift’, could spuriously operate in similar conditions as RoCoF protection. This is being considered by the same working group. SOF 2016 concentrates on RoCoF protection only.

Results

Figure 3.13 shows the annual distributions of the size of generation or demand loss that would result in a RoCoF of 0.125 Hz/s, the present RoCoF limit. In all scenarios the limit reduces throughout the decade as a result of falling system inertia, and increasing unit size.

The effect is seen sooner under Gone Green and Consumer Power due the higher levels of non-synchronous generation, and for the same reasons the limit is lower for a greater proportion of the time. The shift in the left side of distribution shape (between 2020/21 and 2020 for Consumer Power and Gone Green; between 2020 and 2025 for No Progression and Slow Progression) is driven by the relative growth of non-synchronous generation in each scenario.

In addition to the continuous growth of small non-synchronous generators, the largest steps occur when new interconnectors are connected. Their impact is also dependent on the proportion of time that they import power and whether they import during periods of low transmission demand.
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Figure 3.13
Annual distribution of maximum loss limit for a RoCoF limit of 0.125 Hz/s by scenario (flexibility case B)

![Graphs showing annual distribution of maximum loss limit for different scenarios.](image-url)
Figure 3.14 shows the distributions of the loss size that would result in a RoCoF of 0.125 Hz/s in 2020/21 by scenario and flexibility case. Within each scenario, the left-hand side of the distributions are driven by the lower levels of system inertia as a result of the system operator’s flexibility requirement being held on conventional plant. When more of this flexibility requirement is held elsewhere, reducing system inertia, the limit reduces and the intervention that would be necessary to manage the risk presented by RoCoF-based protection increases.

**Figure 3.14**
Annual distribution of maximum loss limit for a RoCoF limit of 0.125 Hz/s by flexibility case 2020/21
Figure 3.15 shows the initial position of the largest 50 units at the time of the summer minimum in 2020/21. It demonstrates the significance of the maximum loss limit reducing to the level where generators have to be de-loaded. Recent experience of this is discussed in the 2016 summer minimum balancing and operability case study, see page 53.

The amount of intervention increases with the number of units affected by the limit. For example, in Slow Progression there are three connections of at least 1000 MW, compared to Consumer Power which has seven. If the largest loss limit reduced from 1000 MW to 900 MW in Slow Progression, the system operator would have to reposition 300 MW of capacity, but 700 MW for the same event in Consumer Power.

Figure 3.15 also shows that the majority of the largest units during a period of low demand are interconnectors and nuclear generators. The type of unit affects the difficulty of these actions. An interconnector’s flexibility depends on the state of the connected system and the cost of the intervention depends on the relative price between the two connected markets. A nuclear generator’s flexibility may be limited by its technical design.

---

For the purpose of this assessment, the two bipoles of the French interconnector are modelled as 1000 MW each, instead of one combined connection of 2000 MW. The initial position of each interconnector is set to full import to reflect the initial market positions of the interconnectors on the day of the 2016 summer minimum case study.
If the nuclear units are not deloaded, the minimum system inertia limit is approximately 130 GVA.s, as shown in Figure 3.16. This is a post-fault requirement. The pre-fault requirement is up to 8 GVA.s higher to account for the inertia that could be lost when a unit disconnects. The precise level depends on the combinations of inertia and power output of the largest units. Below the level of the nuclear generators, there exist other constraints such as the size of the largest demand loss, which is approximately 560 MW at all times.

**Figure 3.16**

*Minimum post-fault requirement for system inertia*

<table>
<thead>
<tr>
<th>Largest generation or demand loss risk (MW)</th>
<th>Minimum post-fault system inertia (GVA.s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>200</td>
<td>250</td>
</tr>
<tr>
<td>250</td>
<td>300</td>
</tr>
<tr>
<td>300</td>
<td>350</td>
</tr>
<tr>
<td>350</td>
<td>400</td>
</tr>
</tbody>
</table>

**Conclusions**

The exposure to the risk of inadvertent disconnection of over 6 GW of distributed generation, which currently use protection systems based on the rate of change of frequency, rises as system inertia falls in all scenarios.

There is a step change in this risk when the first of the new interconnectors is completed, which could be as early as 2019 in **Consumer Power** or 2020 in **Gone Green**. When importing, interconnectors displace conventional generation which would otherwise contribute to system inertia. Depending on flow direction, interconnectors can become the largest demand or generation loss risk.

The level of intervention that will be required to manage this risk increases in terms of both magnitude and duration.
3.5.4 Frequency containment

Disturbances must be contained more quickly as frequency becomes more volatile. A systematic review of frequency response services would facilitate their efficient design and economic procurement.

**Background**

In normal operation, frequency regulation is managed by dynamic frequency response providers that vary their output to keep frequency close to 50Hz. After a disturbance, frequency is contained within prescribed limits by a mixture of dynamic and static frequency response services.

The variables that affect the requirements for frequency containment are:

A. secured loss size  
B. system inertia  
C. frequency limits  
D. synchronous demand

The relationship between the speed of frequency changes, loss size and system inertia is explained in the RoCoF background, page 77. The speed of frequency changes are proportional to the size of the power imbalance and inversely proportional to system inertia. The risks and consequences associated with spurious actions of RoCoF loss of mains protection are excluded from the frequency containment assessment; however, the speed of frequency variation is very much relevant to the topic.

Synchronous demand is proportional to frequency. When frequency falls, the portion of demand that is synchronous will reduce because as these synchronous machines slow down, their power demand reduces. The same is true for high frequency; they speed up and their power demand increases. This negative feedback helps to regulate frequency and is one of the reasons why the response requirement is not necessarily equal to the size of the loss of generation or demand. We infer the effect that synchronous demand has on demand from observed system dynamics. The relationship is shown below, where demand at a frequency, $f$, varies by 2.5% per Hertz as frequency diverges from 50Hz.

$$\text{Demand}_f = \text{Demand}_{50Hz} \times [1 – 2.5\% \times (50 – f)]$$

Frequency limits combine with the other three variables to drive the response requirements. The tighter the limits, the greater the response requirement because there is less support from synchronous demand, and the faster that response must act.

These variables drive a single variable of interest – time. This is the time between the disturbance, a loss of generation or demand, and the frequency limit being exceeded if there was no frequency response. Using time allows us to articulate the changing requirement of frequency response without being constrained by particular service definitions. The rationale for this approach is to promote innovation and facilitate new services to be developed. Generic response designs are used later in the assessment to demonstrate the effect of some of the relevant service definition variables – specifically lag time and ramp time.

---

8The relationship is periodically reviewed as the demand background changes.
In normal operation, frequency is typically in the range of 49.9Hz to 50.1Hz. For the frequency containment assessments, the initial frequency is assumed to be 49.9Hz for a low-frequency event and 50.1Hz for a high-frequency event.

**Existing response definitions**
The Grid Code specifies the minimum dynamic performance requirements for plant in frequency sensitive mode. It defines ‘Primary’, ‘Secondary’ and ‘High’ frequency response as the change in active power delivered in response to a linear ramp of frequency ±0.5Hz, from 50Hz, over ten seconds as illustrated in Figure 3.17.
- **Primary response** is the minimum increase between 0 and 10 seconds and sustainable for 30 seconds.
- **Secondary response** is the minimum increase between 0 and 30 seconds and sustainable for 30 minutes.
- **High frequency response** is the minimum reduction between 0 and 10 seconds and sustained thereafter.

**Figure 3.17**
*Grid Code response definitions*
The same definitions are used to define the Primary, Secondary and High dynamic response services\(^9\) that the system operator procures, some of which are from providers who are not subject to the requirements of the Grid Code. The use of the Grid Code minimum performance criteria as definitions of response services leads to constraints on the development of new services, as well as restrictions on changes to the existing services.

For example, the definition of Secondary response is dependent on that for Primary such that dynamic Secondary cannot be procured independently of Primary. Figure 3.18 demonstrates how a unit that provides both Primary and Secondary response first ramps up to Primary response by 10s after a lag of 2s. At 10s, it continues to deliver Primary response and starts to deliver Secondary response. After 30s, all of its response is classed as Secondary response. The transition between the two services is completely implicit. When the Secondary response profile is separated from that for Primary, the profile becomes undeliverable.

This limits potential providers of an independent Secondary response service who are unable to meet the requirements of Primary response, as well as the system operator which sometimes requires extra Secondary response but no need of extra Primary response.

\(^9\)The names ‘Primary’, ‘Secondary’ and ‘High’ are also used for static response services that operate in the same timescales as the dynamic services with the same names. They are excluded here because they are triggered at a set-point frequency, are not proportional to frequency deviation and therefore do not have the same interactions as the dynamic services.
Another example is given by the definition of the new Enhanced response service, which was initially proposed to be a fast service with a short duration, as shown in Figure 3.19, to sit in front of the existing Primary and High services.

**Figure 3.19**
*Initial concept for Enhanced response service*
Through the service development process it became apparent that such a service would not be compatible with the existing services because there was not a facility to manage the transition between one service and another. The ‘Enhanced Frequency Control Capability’ Network Innovation Project\(^\text{10}\) is researching improved monitoring and control systems for this purpose, among other objectives.

This constraint on the design was one of the considerations that led to the decision to extend response delivery from ten seconds to 15 minutes, as shown in Figure 3.20. This extended the Enhanced response into the timescales of manual system operator instructions and therefore removed the risk of interactions that would be experienced between it and the other response services.

\footnote{EFCC: http://www.nationalgridconnecting.com/The_balance_of_power/}
Results

Containment time

As covered in the Balancing and System Inertia sections, the size of the largest generation and demand connections will increase and system inertia will fall over the period in all scenarios. The combined effect of these variables is to reduce the time in which frequency response must deliver.

Figure 3.21 shows how the time for frequency to move to a frequency limit, without any frequency response, is driven by these variables\(^\text{11}\). For example, a loss of demand of 1000 MW on a system with 200 GVA.s of system inertia, frequency would move from 50.1 Hz to 50.5 Hz in 4s, but with 100 GVA.s this would occur in 2s.

The operational RoCoF constraint, which limits the exposure to the risk of losses that would result in absolute RoCoF exceeding 0.125 Hz, has the effect of constraining the containment time to at least 3.2s (0.125 Hz/s over 0.4 Hz). This is superimposed on Figure 3.21.

\[^{11}\text{The discontinuity that occurs at -1000 MW due to the frequency containment limit for generation loss larger than 1000 MW is 49.2 Hz, where it is 49.5 Hz for losses of 1000 MW or smaller. The frequency limit for a demand loss of any size is 50.5 Hz.}\]
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Figure 3.22 shows the annual distributions of low frequency containment times by scenario for flexibility case B. The distributions are driven by interaction of system inertia, the size of the largest generation loss and the relevant frequency limit. The distributions are dominated by the behaviour of non-synchronous generation, which displaces the conventional units that would otherwise contribute to system inertia. In addition, the import flows on interconnectors are often the largest loss risk. The step changes that occur between 2016/17 and 2020/21 for Consumer Power and Gone Green, and between 2020/21 and 2025/26 for No Progression and Slow Progression, are caused by associated increases in interconnector capacity.

**Figure 3.22**
Annual distributions of low frequency containment time, by scenario

![Graphs showing annual distributions of low frequency containment time for different scenarios.](image-url)
Figure 3.23 shows how the distribution of containment time varies by flexibility case for each scenario in 2020/21. In particular, the left-hand side of each distribution is affected by the proportion of the system operator’s flexibility requirement held on conventional BMUs. As this is reduced, the proportion of time with low inertia increases – as shown in Figure 3.7, and the proportion of time where frequency is at risk of reaching its containment limit (49.5 Hz or 49.2 Hz as appropriate) within 2 seconds increases.

**Figure 3.23**
Annual distributions of low frequency containment 2020/21
Figure 3.24 shows the annual distribution of high frequency containment times by scenario. Of particular interest is the growth of interconnection and renewables in **Consumer Power** and **Gone Green**, leading to periods of gross export through the interconnectors. These become the largest demand loss risk, up to 1400MW. In the case of a disconnection of one of these interconnectors while exporting, frequency would have to be contained to 50.5Hz. Assuming an initial frequency of 50.1Hz, this leaves only 0.4Hz for the containment to take place. This is particularly onerous at times of high renewable generation output or if there were high imports across other interconnectors, when system inertia is low. Unlike generation losses for which frequency is allowed to fall to 49.2Hz (0.7Hz from an initial frequency of 49.9Hz), the same is not true for demand losses, for which all events are presently contained to 50.5Hz (0.4Hz rise from 50.1Hz).

**Figure 3.24**
Annual distributions of high frequency containment time
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Response performance
When system inertia is high and frequency moves relatively slowly, the existing services are adequate to contain frequency. Figure 3.25 shows 365 MW of response containing a loss of 500 MW on a system with 20 GW of demand and 150 GVA.s or 200 GVA.s of system inertia. It also shows how 590 MW of response is required when system inertia is reduced to 100 GVA.s, which also results in an overshoot or underdamped response.

Since frequency response is procured in advance of any event, the costs of holding more response are increased for the entire duration of the system conditions that require it, not just for the relatively short period of time after the fault.

Figure 3.25
Frequency containment simulation of 500 MW generation loss
Figure 3.26 shows the effect of increasing the size of the generation loss by 100 MW to 600 MW. As recorded in Table 3.2, the response requirement remains the same for simulation with 200 GVA.s of system inertia. It increases by 210 MW for that with 150 GVA.s and most notably by 705 MW for that with 100 GVA.s, the latter of which results in unacceptable dynamics. The oscillatory behaviour is a result of the lag between measurement and delivery, combined with slow speed of the response compared to the movement of frequency.
Table 3.2
Frequency response requirements for examples in Figure 3.25 and Figure 3.26 (*unstable)

<table>
<thead>
<tr>
<th>Generation loss (MW)</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>System inertia (GVA.s)</td>
<td>Response requirement (MW)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>590</td>
<td>1285*</td>
</tr>
<tr>
<td>150</td>
<td>365</td>
<td>575</td>
</tr>
<tr>
<td>200</td>
<td>365</td>
<td>365</td>
</tr>
</tbody>
</table>

SOF does not define the need for any particular service. Instead, we model a total response envelope, which could be delivered by any appropriately designed suite of services. The response is optimised to contain frequency to the relevant limit, given a number of system and service parameters. In these assessments, only continuous dynamic response is modelled in order to simplify the variables being modelled and facilitate interpretation of the results.

The mixture of continuous and set-point services is discussed in the next section – Frequency regulation.

Figure 3.27 shows an example of a 1000 MW generation loss with an initial frequency of 49.9 Hz. The effect of this starting frequency is to erode some of the response available to contain the imbalance; in this case 170 MW is eroded.

Figure 3.27
Example of 1000 MW generation loss being contained to 49.5 Hz

System parameters
- Loss 1000 MW
- System inertia 150 GVA.s
- Demand 20 GW

Service parameters
- Lag 1 s
- Ramp 4 s
- Response 975 MW
Using a similar response definition as shown in Figure 3.27 but for high frequency, we can test the relationship between system inertia and the effect of lag time in the response. Figure 3.28 shows how the maximum demand loss that can be contained, on a system with 20 GW demand, by a service with a ramp time of 4s and a variety of lag times. Larger losses can be contained with shorter lag times and higher levels of system inertia.

**Figure 3.28**
Frequency containment simulation of 600 MW generation loss
Figure 3.29 shows how the response requirement increases with generation loss size and lag duration. Note that generation losses greater than 1000 MW are contained to a lower frequency (49.2 Hz), reducing the response requirement that would otherwise be necessary. Levels of response that would lead to unacceptable system dynamics are not included.

**Figure 3.29**  
*Requirements for response with a 4s ramp time and various lag times*

<table>
<thead>
<tr>
<th>Generation loss (GW)</th>
<th>Response (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td>1.2</td>
<td>1.6</td>
</tr>
</tbody>
</table>

- 0.5s lag
- 1.0s lag
- 2.0s lag
A similar effect occurs with slow ramping services. Figure 3.30 shows how response requirement increases with generation loss size and ramp duration. Levels of response that would lead to unacceptable system dynamics are not included.

Figure 3.30
Requirements for response with a 1s lag time and various ramp times
**Frequency regulation**

The second-by-second variation in the difference between generation and demand causes frequency to continuously change. This persistent variability is balanced by frequency response services that act to regulate frequency in normal operation, or ‘pre-fault’.

Continuous dynamic response services vary their output proportionally with frequency, while set-point services are triggered at a fixed frequency level, for example 49.7 Hz, and respond with either fixed quantity (known as a ‘static’ response) or with a dynamic response.

Set-point services are particularly suited to demand response providers, because set-point static services can be provided by switching loads on or off, and set-point dynamic services can be provided by equipment that can vary its load appropriately, when necessary. The trigger frequencies for set-point services are set outside of the normal operation range (±0.2 Hz) and are therefore only used occasionally. Set-point services are used as part of a frequency containment strategy but there is an underlying requirement for some continuous services for frequency regulation.

Figure 3.31 shows a real frequency trace over a period of 30 minutes and the modelled performance of the system if the holding of continuous dynamic response is increased or decreased, with the difference being exchanged with a set-point static response holding. It shows that if the dynamic response holding is increased and static response holding decreased, frequency is less volatile and remains closer to 50 Hz. Conversely, if the response holding is transferred from dynamic to static, frequency variation increases. Ultimately, this would allow frequency to reach the trigger frequency of the static response (49.8 Hz in this case). The 400 MW static response is greater than the imbalance at that time so frequency quickly rises to 50.1 Hz. This is a disruptive and unacceptable action, which leads to the requirement for a minimum level of continuous dynamic response as part of the total response requirement.

**Figure 3.31**

Frequency regulation performance over 30 minutes showing the effect of exchanging dynamic and static response

Negative value means dynamic to static exchange. Positive value means static to dynamic exchange.
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Conclusions
Reducing system inertia and the increasing magnitudes of generation and demand losses require faster response services. The existing frequency response services that use definitions of minimum performance in the Grid Code should be part of a systematic review of frequency response requirements. In addition to frequency response requirements to contain frequency in the event of a fault, there is also a requirement for dynamic response for the purpose of frequency regulation.
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4.1 Insights

- Regional system strength will be lower and more variable when limited synchronous generation is running. The greatest requirements for additional voltage control occur at these times.

- The largest decreases in system strength occur in regions where large plant is due to close or where it is unlikely to run when transmission demand is low.

- Existing network protection approaches may not be able to identify faults when system strength is low.

- Additional reactive power absorption is required in most regions to manage high volts. Additional reactive power generation is required in regions where power flows are large and volatile.

- Of the growing requirement for voltage control resources, a greater proportion must be dynamic in order to follow the daily reactive load profile and ensure voltage containment and recovery after a disturbance.
Voltage management facilitates the transfer of active power economically, efficiently and safely across transmission and distribution networks. Voltage levels must be controlled within an acceptable operational margin across the whole system.

The transmission system is operated so that voltage levels remain within the normal operating ranges defined within the Grid Code\(^1\). This is \(\pm5\%\) at 400kV and \(\pm10\%\) at lower transmission voltages. The ranges for distribution networks are similarly defined in the Distribution Code\(^2\).

Voltage is a localised property of the system which means that requirements vary from one region to another. These requirements are determined by the configuration of the local network and the behaviour of generation and demand in that part of the network in real-time.

Active power (measured in MW) provides consumers with their energy needs (e.g. supplying a kettle heating element to boil water). Reactive power (measured in Mvar) is required to transfer active power across the network. The balance of reactive power must be maintained in each region so that transformers, overhead lines and cables can move active power from the point of generation to demand efficiently and safely.

Voltage depends on the localised balance of reactive power supply and demand. Reactive power generation increases voltage and reactive power absorption decreases voltage. Reactive power can be generated or absorbed by network elements, generators and demand depending on their electrical characteristics and behaviour. Since voltage is a local phenomenon, reactive power is most effective for voltage control when close to the region of imbalance.

When power flows are large, electricity networks tend to absorb reactive power. This means that additional sources of reactive power generation are required to maintain voltages at the correct level. When power flows are small, electricity networks tend to generate reactive power. Conversely, this means that additional sources of reactive power absorption are needed.

Consumer demand can also generate or absorb reactive power. This depends on the type of load and its behaviour. Reactive power demand continuously fluctuates throughout the day according to consumers’ needs and must be continuously met in real-time. Distribution system voltages are largely dependent on the transfer of reactive power from the transmission system to address imbalances, as there are typically fewer controllable sources of reactive power within the distribution networks.

Voltage can be visualised as the water level in a tank. Taps are used to regulate the water level by maintaining a constant flow in and out of the tank. The taps that flow in represent reactive power generation. The taps that flow out represent reactive power absorption. Depending on the technology, each tap will have different capabilities. Some may contribute a large flow and others contribute a small flow. Some can automatically respond to changes in the water level immediately whereas others respond slowly. Some can open gradually whereas others can only be fully on or fully off.

A single tank has been shown for simplicity; however, the whole system could be visualised as a number of interconnected tanks which represent different voltage levels and regions. The three stages in Figure 4.1 refer to the different aspects of voltage management which have been assessed.

---

\(^1\) Grid Code: [http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-Code](http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-Code)

\(^2\) Distribution Code: [http://www.dcode.org.uk/the-distribution-code](http://www.dcode.org.uk/the-distribution-code)
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Voltage regulation (steady state)
While there is water flowing in and out of the tank, the overall water level is maintained. Generators, consumer loads and network elements all contribute reactive power generation or absorption. A large tank with taps which can respond quickly represents a strong system where sudden disturbances to the water level will have less impact and may be quickly addressed.

Voltage dips and protection operation (disturbance)
A disturbance such as an electrical fault occurs which is represented by a hole in the tank, causing the water level to drop rapidly. To prevent the tank from running dry, taps need to respond quickly and change their flows. Only sources of fast fault current injection (FFCI) are able to arrest the rapid drop during this period. This capability is presently provided by synchronous generators which have an inherent overload capability – represented by the ‘Generators’ tap. The reactive current from the generators arrests the fall in voltage and triggers the operation of a protection system.

Voltage containment and recovery (post-disturbance)
A protection system has been activated to isolate the hole from the rest of the tank. This allows the water level in the remainder of the tank to recover. The configuration of available taps available has changed, as a portion of the network has now been separated. The remaining taps must alter their flows as quickly as they can to restore the original water level without rising too high or remaining too low. This action addresses the imbalance of reactive power by changing the levels of reactive generation and absorption.

Figure 4.1
Voltage management water tank analogy

Key
1. Generators
2. Consumer loads
3. Cable circuits
4. Lightly loaded overhead lines
5. Capacitive compensators
6. Transformers
7. Heavily loaded overhead lines
8. Inductive compensators
To manage voltage, we use a mixture of static and dynamic voltage control devices.

**Static** voltage control devices provide a fixed offset in reactive power. This includes network components such as shunt reactors and mechanically switched capacitors. They can be represented as taps which can only be fully on or fully off in the water tank analogy.

**Dynamic** voltage control devices can modify their behaviour according to the voltage level and provide a variable amount of reactive power. They can be represented as taps which can change their flows in response to a disturbance. The range of capabilities within the broad definition of ‘dynamic’ is very diverse. Some devices can change their Mvar contribution immediately without waiting for a measurement delay. Others rely on a measurement to trigger a response. The speed of this response ranges from fast to slow. Typical dynamic voltage control devices include generators, synchronous compensators, static synchronous compensators (STATCOMs) and static var compensators (SVCs). Sufficient dynamic voltage control is critical to contain and recover the voltage following a disturbance, as well as to manage changes in the reactive power demand in real-time.

Following a disturbance on the transmission system, it is critical that the disturbance is contained and the system remains secure. Many disturbances cause both frequency and voltage deviations. For example, a generator fault which causes the loss of both active and reactive power would cause a system-wide frequency dip and a local voltage dip. Other disturbances, for example the inadvertent opening of a shunt reactor circuit, could cause a voltage disturbance with little effect on system frequency.

Certain voltage control capabilities must be held in reserve during normal operation so that they can provide a dynamic response when a disturbance occurs. This prevents a prolonged state of imbalance which could lead to instability or widespread generation and demand disconnection. Historically, much of this capability has come from the inherent dynamic overload capability of synchronous machines. The most common form of disturbance is an electrical fault. Protection systems are designed to detect and isolate a transmission system fault, typically within 140ms at a transmission voltage level.

Once the disturbance has been isolated, the priority is to recover voltage to 90% of normal operating levels within 500ms. Full recovery should occur by 30 seconds, thereafter complemented by static compensation switching and normal regulation actions. We have assessed these timeframes in our analysis. This is important for the safe and stable operation of network owners' and network users' equipment. Given that frequency and voltage disturbances are often concurrent, it ensures that frequency recovery can also take place effectively.

System strength is an indication of the system’s inherent robustness to voltage disturbances. It is typically measured by short circuit level (SCL) which is sometimes referred to as fault current. SCL is indicative of the amount of generation which can provide fast reactive power within the timescales of a voltage dip.

From the isolation of the fault through to full recovery, a range of different capabilities are required. This comprises immediate dynamic support, fast dynamic support, slow dynamic support and switching of static elements. We have assessed requirements for containment and recovery needs at a number of times which refer to each of these components.

The Voltage Management chapter has been structured such that our assessments correspond to each of the system conditions in our reactive power tank analogy with reference to system strength, as outlined in the following section. The requirements to manage each of these system conditions have been assessed across a ten-year period for each of the future energy scenarios.
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4.3 Topic map

Table 4.1 Voltage management topic map

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Description</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Strength</td>
<td>An assessment of SCL which indicates dynamic capabilities that affect the other voltage management assessments.</td>
<td>111–115</td>
</tr>
<tr>
<td>Voltage Regulation</td>
<td>An assessment of the static and dynamic reactive power resources required to follow and manage the steady-state voltage profile.</td>
<td>116–127</td>
</tr>
<tr>
<td>Voltage Dips and Protection</td>
<td>An assessment of existing protection systems and fast fault current injection and suitability of existing approaches for the future.</td>
<td>128–135</td>
</tr>
<tr>
<td>Voltage Containment and Recovery</td>
<td>Assessment of the post-disturbance needs for dynamic reactive power for voltage containment and static elements for recovery.</td>
<td>136–139</td>
</tr>
</tbody>
</table>

Figure 4.2 Illustrative voltage management requirements
Figure 4.2 summarises the interaction of our voltage management topics on a voltage disturbance timeline, noting that system strength is a characteristic which has an impact across all areas.

**System strength** is a characteristic of the system which is conventionally measured by SCL. It is indicative of the dynamic capabilities of the system which are critical for voltage management. There are currently no explicit requirements for the system operator to maintain a minimum short circuit level or for the wider industry to provide this capability.

**Voltage regulation** explores the requirements to manage steady-state voltage, in accordance with the criteria outlined in the Grid Code and Security and Quality of Supply Standards. This ensures that the system is secured for fluctuations in reactive power demand during normal operation. It is achieved from a mix of static and dynamic compensation devices.

**Voltage dips and protection** explores the requirements to manage disturbances on the system. Operational codes and standards implicitly require protection equipment to detect and clear faults effectively. Reduction in minimum fault levels drives a need to find alternative protection approaches or increase fast fault current injection which also alleviates voltage dips. We have outlined regional assessments of protection and fault current required to maintain existing approaches.

**Voltage containment and recovery** explores the requirements to manage post-disturbance voltage, from protection action through to full recovery. This ensures that voltage can be restored and disturbances do not propagate. A mixture of static and dynamic requirements are expressed in timescales relating to an immediate dynamic response, a fast dynamic response, a slow dynamic response and static responses.

Throughout the Voltage Management chapter, we have studied **flexibility case B** in all assessment areas. **Flexibility case B** is where 50% of our reserve requirement is met by conventional BMUs. The other 50% comes from alternative sources such as energy storage and demand-side response. This flexibility case is explained in detail in the Balancing and flexibility section of the document (Chapter 2).

While **flexibility case A** is more reflective of today’s approach, it would not be reasonable to assume that all flexibility needs will be met by conventional BMUs in the future. Nor would it be credible to study **flexibility case C**, where no flexibility requirements are addressed by conventional plant at all. We have therefore studied **flexibility case B** consistently throughout the topic. It also should be noted that 2016/17 is a modelled year therefore the requirements also refer to a **flexibility case B** assumption.

Since a large portion of the alternative providers of flexibility in **flexibility case B** are non-synchronous, the application of this case reduces the number of large synchronous machines available for voltage support which elevates the overall requirement. Regardless of the case which has been studied, the results are indicative of the regions where requirements are likely to be highest in the future and the relative differences in need across different areas of the country.

---

3 Grid Code: www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-Code/

4.4 Consequences and requirements

Most of the voltage management requirements are expressed in Gvar of reactive power generation or absorption. The requirements have been calculated regionally and combined where a total system need is described. For voltage dips and protection, we have identified the regions where a review of protection devices is needed and expressed the equivalent kA of fast fault current injection needed to retain existing protection approaches.

The total system requirement is broken down into 11 regions where trends have been explored across the ten-year analysis timeframe. Since it is not practical to present all regional examples within the confines of this document, the full outcomes of our analyses in all areas are available as a data appendix on our website.

A summary of the total voltage management requirement for 2016/17, 2020/21 and 2025/26 is shown below for No Progression in Figure 4.3 and Consumer Power (the most change scenario) in Figure 4.4, which respectively show the least and most change. Post-disturbance requirements have been broken down into a series of snapshots in time at 80ms, 300ms, 500ms and 30s after the fault. Negative values correspond to reactive power absorption and positive values correspond to reactive power generation.

Figure 4.3
Total voltage management requirement (No Progression)
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Across all scenarios, the need for reactive power absorption and sufficient fast fault current injection to arrest voltage dips increases over time. No Progression shows the least requirement and the slowest rate of change over ten years. Consumer Power shows the greatest requirement and fastest rate of change.

Reactive power absorption needs are predominantly driven by increased reactive power exchanges at the interface with the distribution systems and the reactive power generated by lightly loaded networks. Periods of high distributed generation output reduce traditional cross-system power flows which emphasises this effect. Some regions where power flows are volatile show an increased requirement for both reactive power generation and absorption.

The resources available for voltage management are diminished at periods where transmission system demand is low. Closures of synchronous plant and reduced running diminishes the overall voltage management capability of the system. This is particularly noticeable in areas of heavy network infrastructure. which see the largest reductions in conventional generation capacity and dynamic control capability.

The assessments show that daily voltage regulation needs become increasingly variable and linked to weather conditions as renewable distributed generation grows. This drives a significant increase in the component of voltage regulation in steady state which must be either dynamic or able to automatically switch. The greatest need in 2016/17 is 10.0 Gvar, occurring in winter Consumer Power. This rises to a high of 16.9 Gvar in 2024/25, occurring in summer Consumer Power – the highest in the analysis period.

The requirements across a disturbance become increasingly pronounced. There is a need for transmission network owners to review protection approaches in light of falling minimum short circuit levels. The majority of regions are affected in all scenarios by 2020/21. The scale of impact will require the modification of protection approaches or action to increase fast fault current injection to retain the effectiveness of existing devices. The latter would also help to arrest local voltage dips and mitigate propagation of disturbances across the system.
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Post-disturbance requirements drive the need for the maximum levels of dynamic compensation. Among the total reactive power need, 55%–68% is required be dynamic in 2016/17 and 78%–84% is required to be dynamic by 2025/26.

The scale of requirement increases across all voltage management assessment areas as does the number of periods where requirements are high. Towards the end of the ten-year timeframe, there are periods where the transmission system demand for reactive power is greater than the transmission system demand for active power. Across all scenarios, there are times where there is insufficient generation running on the transmission system to provide the requisite voltage control capability. The system operator will therefore have to intervene by running conventional generators when they are out of merit if requirements cannot be met by alternative means. There is a need for providers of more economical dynamic reactive power support during these periods of low transmission demand for active power.
4.5 Assessments

4.5.1 System strength

System strength is low during periods of low transmission system demand because fewer large synchronous generators run at these times in all scenarios.

**Background**

System strength is a regional characteristic which can be expressed as short circuit level (SCL), measured in kA. It provides an indication of the local dynamic performance of the system and behaviours in response to a disturbance. The primary contributors of SCL today are large synchronous generators. SCL is often also referred to as fault current. Since SCL is a regional metric it is highly dependent on the locations of generators, their fault current contribution and fault current delivery with respect to time. For transmission network owners and distribution network operators SCL is an important marker for regional network performance across a range of voltage management criteria.

The Grid Code, Distribution Code and SQSS do not have an explicit requirement for a minimum or a maximum level of SCL; however, it is implied by other performance criteria such as short circuit ratios for synchronous generators. As the amount of large synchronous plant on the system declines, there is an increased need for this dynamic performance from other sources.

Regarding minimum SCL, the Grid Code specifies that generators and voltage source converters must ride through faults and contribute the maximum fault current that their capabilities allow during the fault. If SCL is too low, it can result in a dynamic performance deficit during a fault and consequential challenges in network protection operation.

Generation contribution to SCL varies depending on technology. Synchronous machines typically deliver between 5–7 times the current supplied under normal operation, otherwise described as 5–7 per unit (pu) of initial fault current. This contribution decays with time to around 2.5pu. DFIGs (Doubly Fed Induction Generators) typically deliver 1.15–1.25pu of initial fault current. This contribution typically drops rapidly to approximately 1pu which can be sustained up to 100–140ms after the fault.

The values of maximum SCL reported in the *Electricity Ten Year Statement* and minimum SCL reported in this document are based on the detailed planning data provided in accordance with the Grid Code.

---

6 *Electricity Ten Year Statement: http://www2.nationalgrid.com/UK/Industry-information/Future-of-Energy/Electricity-Ten-Year-Statement/*
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These values are based on ENA Engineering Recommendation G81\(^7\) and IEC60909\(^8\) recommendations for the representation of load and generation within distribution systems. The analysis of SCL has been performed on a regional basis. The regions are consistent with the analysis in SOF 2015, as outlined in Figure 4.5.

**Figure 4.5**
*Voltage management assessment regions*

---

**Results**
Regional SCL was calculated based on a series of cardinal point studies consistent with last year’s approach. A greater number of points were chosen according to maximum and minimum demand conditions and the results were then linked to regional generation dispatch and demand patterns. Since it was not practical to perform a full network study for every settlement period, an algorithm was applied to relate the flexibility case B dispatch to regional SCL variation to create a year-round SCL profile for each region, benchmarked against the cardinal point studies.

Figure 4.6 and Figure 4.7 show the lowest SCL level across the whole transmission system for any settlement period. The figures show that minimum levels will decrease in future years. This change does not occur until quite late in the No Progression scenario, but very quickly in Consumer Power.

---

\(^7\)ENA Engineering Recommendation G81: [http://www.energynetworks.org/assets/files/electricity/engineering/engineering%20documents/G81/ENA_ER_G81_Part_4_Issue_2_Amendment_1_080109.pdf](http://www.energynetworks.org/assets/files/electricity/engineering/engineering%20documents/G81/ENA_ER_G81_Part_4_Issue_2_Amendment_1_080109.pdf)

\(^8\)International Electrotechnical Commission: [https://webstore.iec.ch/publication/24100](https://webstore.iec.ch/publication/24100)
Figure 4.6
Lowest SCL across all regions (No Progression)

Figure 4.7
Lowest SCL across all regions (Consumer Power)
Figure 4.6 and Figure 4.7 show two distinct trends:

- The minimum SCL drops rapidly with time due to the relative increase in output of non-synchronous generation relative to synchronous generation.
- The maximum value of the minimum SCL across the system also declines; however, the rate of decline is lower due to periods where demand remains high and large synchronous generator output is also high.

They also show a general trend of decreasing SCL. This is due to periods of high non-synchronous generation and low transmission system demand which is evident when investigated further at a regional level.

Figure 4.8 and Figure 4.9 detail the locational characteristics of SCL. These figures show the range between the absolute maximum and the absolute minimum SCL in each region for Slow Progression and Gone Green. The regions show similar trends to those reported in SOF 2015. In the majority of cases, the declines in minimum SCL are greater than or equal to those previously reported, though there are some exceptions due to the changes in approach this year and the application of flexibility case B for this year’s studies.

**Figure 4.8**
Regional range of SCL (Slow Progression)
The largest regional decline occurs in the North West and West Midlands region by 2025/26. The reduction in minimum SCL is 82% in Gone Green and 84% in Consumer Power. A similar pattern is observed in other regions of large synchronous plant such as the East Midlands. This is due to fewer conventional power stations running at minimum transmission demand due to not being in economic merit.

The region of lowest absolute SCL (in kA) is North West & West Midlands (0.7 kA in Consumer Power) by 2025/26. There is similarly limited synchronous plant in economic merit in this region. In the South West there is an overall decline of 72% from 5.19 kA in 2016/17 to 1.47 kA by 2025/26 (in Gone Green) as synchronous generation is limited and non-synchronous generation reaches very high penetration levels.

The trends in SCL are not consistent across all zones. The North Scotland and South Scotland regions experience limited change across the scenarios because there is less change to the levels of synchronous generation in them.

In No Progression, North Wales is notable for an increase in minimum SCL due to the proximity of new synchronous developments.

While Figure 4.8 and Figure 4.9 note the maximum and minimum SCL, it is important to note that the distribution within these ranges is increasingly variable throughout the year. There is a trend towards lower values more often, related to the running patterns of synchronous generation. Notably, periodic station shutdowns for maintenance (which are modelled in our flexibility case) often coincide with the periods of lowest fault level. Since transmission network maintenance has not been modelled, this could similarly deplete the strength of the network.

Conclusions
SCL becomes more dependent on the behaviour of a decreasing number of large synchronous units. Across the assessment period and scenarios, the North West and West Midlands, East Midlands and South West see the greatest decline in minimum SCL. Across all regions, the variability in SCL increases. There is more time spent towards the bottom of the SCL range as the ten-year period progresses.
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4.5.2 Voltage regulation

To prevent high voltages, reactive power absorption must increase in all scenarios. The need for reactive power generation to prevent low voltages reduces overall, but must increase in regions that experience heavy and volatile power transfer.

Background
Voltage regulation refers to maintaining voltage levels within acceptable limits for steady-state operation. This facilitates efficient power transfer within acceptable plant performance limits when the system is undisturbed. The balance of reactive power generation and absorption must be maintained in real-time, as must the capability to transition to a different balance in the future. This means that a portion of the requirement must be either dynamic or capable of automatic switching if the reactive demand profile changes quickly during the day.

The system operator regulates steady-state voltage according to the operational limits in the Security and Quality of Supply Standards (SQSS) and Grid Code. Transmission network owners are obligated to develop their networks to the planning limits under specific design scenarios. Planning criteria are stricter than operational criteria to ensure the network can accommodate the uncertainties of real-time operation. Our assessments are based on the operational limits listed in Table 4.2.

<table>
<thead>
<tr>
<th>Voltage</th>
<th>Planning Limits</th>
<th>Operational Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>400kV</td>
<td>± 2.5%</td>
<td>± 5%</td>
</tr>
<tr>
<td>275kV</td>
<td>± 5%</td>
<td>± 10%</td>
</tr>
<tr>
<td>132kV</td>
<td>± 5%</td>
<td>± 10%</td>
</tr>
<tr>
<td>&lt;132kV</td>
<td>± 5%</td>
<td>± 5% (± 6% in North Scotland(^9))</td>
</tr>
</tbody>
</table>

\(^9\) Scottish Hydro Electric Transmission Area.
Voltage regulation is most efficiently achieved by local sources of reactive power. This minimises losses from power transfer across the network and reduces the possibility of regional voltage excursions or instability.

The most significant requirements have historically related to times of peak transmission demand, driven by a need to support large active power flows on the transmission system. Optimisation of the network therefore concentrated on minimising losses and supporting cross-system transfers with sufficient reactive generation capability.

The requirement for reactive power to support boundary transfers is discussed in the *Electricity Ten Year Statement*. Our SOF analysis assesses year-round regional requirements rather than network boundary flows and remains compatible with this process.

Over the past decade, the transmission system has experienced a growing need to contain high voltages at times of low transmission system demand. Figure 4.10 and Figure 4.11 show the historical changes in daily minimum active and reactive power demands.

**Figure 4.10**
*Daily minimum active power demand (2005–2016)*
The figures show that minimum reactive demand has decreased consistently. The exact causes of decline in reactive demand are complex and not fully understood within the industry; however, there is common understanding that there are a number of contributing factors:

- Increased reactive power generation from consumer electronic loads.
- Increased reactive power generation due to distributed generation at lower voltages. This reduces power flows on the higher voltage systems, causing them to generate rather than absorb reactive power.
- Increased reactive power generation from distribution networks due to higher levels of underground cabling and changes in the electrical characteristics of equipment.

The system operator’s ability to regulate voltage relies on the capabilities provided by transmission system users which are specified in the Grid Code. Across technologies, there is a diverse range of controllable reactive power generation and absorption. Synchronous generators are generally obliged to provide greater flexibility and capability than non-synchronous technologies in this regard due to the inherent characteristics of synchronous machines.

Work continues across the industry to develop new forms of voltage regulation. In April 2016 the ENA released a technical feasibility report\(^\text{10}\) into options available across networks for high voltage mitigation. We are working collaboratively to deliver options identified in the short term which do not rely on longer-term market or regulatory reform. On 15 August 2016, Ofgem issued a determination on a DNO sponsored distribution charging modification (DCP 222\(^\text{11}\)). This provides tariff changes which facilitate the ability of DNOs to procure reactive power from generators. In particular, reactive power can be accessed at no or low active power output. In coordination with DNO colleagues, this will be considered when designing future voltage control arrangements.


Results
The total voltage regulation requirement expresses the total support necessary across the entire system regardless of whether it is provided by network-based compensation, Balancing Mechanism participants or another commercial arrangement. Negative values correspond to reactive power absorption and positive values correspond to reactive power generation. The results in Figure 4.12 and Figure 4.13 are for No Progression and Consumer Power.

Figure 4.12
Total voltage regulation requirement (No Progression)

Figure 4.13
Total voltage regulation requirement (Consumer Power)
The maximum Gvar generation requirement in **No Progression** drops from 44.6 Gvar to 24.5 Gvar across the period, a 20.1 Gvar decrease. In **Consumer Power** it drops from 44.0 Gvar to 25.1 Gvar, an 18.9 Gvar decrease.

The maximum Gvar absorption requirement in **Consumer Power** increases from 14.1 Gvar to 25.0 Gvar, an increase of 10.9 Gvar. In **No Progression** it increases from 14.1 Gvar to 24.1 Gvar, an increase of 10.0 Gvar.

Across all scenarios, there are periods where the maximum reactive power absorption needed exceeds the minimum active power demand on the transmission system. This makes voltage regulation one of the principal operability challenges for the transmission system during low demand periods.

In order to more fully describe the envelope of requirements, Figure 4.14 shows 2016/17 requirements in **Gone Green**. Noting that this refers to flexibility case B, the envelope is highly volatile as it depends on transmission network loading.

Of the reactive power generation required, approximately 16 Gvar could be provided by current network-based solutions such as capacitive compensation. The rest would have to be provided by other sources of reactive power. Of the reactive power absorption required, approximately 6 Gvar could be provided by current network-based solutions such as reactors and switching out lightly loaded circuits.

Of the remaining 11 Gvar, approximately 50% could be absorbed by the transmission-connected generation running at minimum demand. This leaves a shortfall in reactive power absorption of approximately 5.5 Gvar in order to realise flexibility case B in the current year. Figure 4.15 illustrates the day of maximum daily range in requirements in summer 2016/17, **Consumer Power** and Table 4.3 describes the system conditions.
Figure 4.15
Voltage regulation requirement for 19/06/2016 (Consumer Power)
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Table 4.3
Behaviours observed across the daily load profile

<table>
<thead>
<tr>
<th>Time</th>
<th>System Conditions</th>
</tr>
</thead>
</table>
| Overnight 00:00–05:30 GMT | ■ Low active power demand and low transmission system power flows.  
                            ■ Reactive demand and lightly loaded networks drive a reactive absorption requirement.  
                            ■ Transmission-connected generation output is low as transmission system active power demand is also low.  
                            ■ Distributed generation increases network capacitance by offsetting power flows and increasing reactive power exchange from transmission to distribution network. |
| Morning Pick-up 05:30–11:00 GMT | ■ Active power demand increases as the working day begins and load becomes less capacitive.  
                            ■ Transmission generation starts up to supply active power demand. The increased power flows decrease the need for reactive absorption.  
                            ■ Distributed solar generation begins to pick up as the morning goes on.  
                            ■ Increased active demand decreases the reactive power absorption need.                                      |
| Late Morning/Afternoon 11:00–14:00 GMT | ■ Solar PV increases to maximum output towards the end of this period. Active and reactive power demand changes are regionalised to areas with high solar PV penetration. |
| Evening Pick-up 14:00–20:00, GMT | ■ Active power demand increases, approaching peak towards the evening.  
                            ■ Reactive power demand is more capacitive as commercial activity transitions to domestic.                                            |
| Late Evening 20:00–00:00, GMT | ■ Active power demand decreases. As networks become more capacitive, greater levels of reactive power absorption are required. |

Figure 4.16 shows the maximum range in requirements in the assessment period which occurs in Consumer Power 2024/25. Across the dip in the middle of the day, up to 16.9 Gvar of dynamic capability or static equipment which could be switched in/out automatically would be required comparing to 10 Gvar for the 2016/17 case.

There are two main differences between the day of greatest reactive range in 2016/17 and 2024/25. Firstly, the whole voltage regulation requirement shifts significantly towards reactive power absorption. This occurs to such an extent that there is hardly any need for reactive power generation. Secondly, there is a large and fast reactive absorption requirement starting in the late morning followed by a significant and fast drop in requirement in the afternoon. This is due to the light loading of networks when solar PV output is high and the susceptance of lightly loaded networks dominates over the reactance.

As the rate of change in reactive generation or absorption required increases, a larger percentage of the regulation requirement will have to be met via dynamic or automatic means.
Figure 4.16
Voltage regulation requirement for 02/06/2024 Consumer Power
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The regional breakdown of maximum reactive power generation and absorption requirements is shown by date and scenario in Figure 4.17. This highlights a broadly consistent increase in regional reactive power absorption requirement across all scenarios, with a greater volatility in generation.

**Figure 4.17**
Maximum zonal voltage regulation requirements for all scenarios (2025/26)
We have outlined a number of example regional breakdowns of the total voltage regulation requirement for regions of significant change.

The range and volatility of requirements in Greater London are notable due to the volatility of high and low network loading in this heavily cabled region of the network. Requirements are illustrated in Figure 4.18. There is a shift to the left, demonstrating the underlying increase in reactive power generation at the distribution interface, which is driving an increase in whole system reactive power absorption. In the Gone Green scenario, the maximum reactive power generation support requirement remains similar to current levels, but for a significantly lower number of periods compared to today.

Figure 4.18
Total voltage regulation requirement for Greater London (Gone Green)
Figure 4.19 describes the voltage regulation requirement in the South East of England. This area is of particular note because the high level of interconnection and distributed generation growth in the region causes highly volatile power flows. This is therefore one of the few regions where the reactive generation and absorption requirement both increase.

Consumer Power shows a maximum reactive absorption need of 2.9 Gvar. Absorptive requirements exceed the maximum 2016/17 level approximately 8% of the time by 2025/26. Reactive generation exceeds 2016/17 levels approximately 7% of the time. Further discussion of this region and associated alternative approaches to voltage control in the area are outlined in Voltage Support from Distributed Generation within our Whole System Coordination topic.
Figure 4.20 shows the voltage regulation requirements for the East Midlands. By 2025, 20% of the time is spent at greater reactive power absorption requirements than today. The East Midlands sees declining power transfers across times of minimum transmission demand, reduced periods where synchronous generation is running and a distribution system that predominantly exports reactive power. This area therefore experiences one of the largest differences in reactive generation and absorption required for voltage regulation, however, the range of volatility is decreased in future years. An additional requirement in this area for approximately 1.4 Gvar of reactive power absorption is needed across all scenarios.

**Conclusions**
There is a consistent increase in reactive power absorption needs to prevent high voltages across all regions and scenarios. More time is spent at a higher level of requirement than in 2016/17. The need for reactive power generation reduces in most regions. These trends are driven by changing reactive power demand as well as variation in network contributions when active power loading is more variable. Due to increasing within-day variability, a greater proportion of the total voltage regulation requirement will have to be dynamic or capable of automatic switching as reactive power needs change throughout the day.
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4.5.3 Voltage dips and protection

Regional network protection systems must be reviewed as short circuit levels decline. Alternative protection approaches are needed with sufficient fast fault current injection during the fault to support system voltages.

Background

During a voltage disturbance, the priorities are to rapidly isolate the cause while ensuring that equipment remains connected to the system to facilitate stable recovery. The former of these is achieved by protection systems. The latter is achieved by fault ride-through capabilities.

The Grid Code requires all large power stations connected to the transmission or distribution networks to withstand a transmission system voltage of 0 V for up to 140 ms. They must also withstand varying levels of voltage dip and recovery between 15% and 90% from 140 ms to 3 minutes after the fault. Changes are currently underway to align Grid Code requirements with the implementation of the ENTSO-E (European Network of Transmission System Operators – Electricity) Requirements for Generators (RfG) code. The current proposal is to describe a more refined behaviour with respect to voltage and time, such as the maximum time permitted before fault current injection, the maximum fault current expected and the trajectory of delivery. It could place these requirements on generators as small as 1 MW due to the increasing proportion of the dispatch made up by small-scale generation.

The retained voltage during a fault affects the ability of a generator to ride through the disturbance. It is supported by fast fault current injection (FFCI), reactive current which arrests the voltage dip during a disturbance. This helps to reduce the risk of generation failing to ride through a fault and also facilitates protection operation. Currently, synchronous generators are the predominant source of fast fault current injection due to their characteristic immediate fault current injection.

Non-synchronous generators typically require a higher retained voltage during a dip to ride through a fault than synchronous generations. Phase-locked loop (PLL) controllers, which are used by some non-synchronous generators, require enough retained voltage as well as a balanced waveform reference from the system to stably operate. These devices may have difficulty finding a reference from the system when retained voltages are low. This idea is explored conceptually using the analogy of a driver going into a tunnel in Figure 4.21.

\[12\) Requirements for Generators (RfG): https://www.entsoe.eu/major-projects/network-code-development/requirements-for-generators/
1. The control performance of a PLL controller can be visualised as a motorist with a satellite navigation system. The motorist gets information about their route from the satnav which relies on communication with an array of satellites to triangulate its position. Much like a satnav, a fast and refined PLL controller can understand much about its operating environment but is reliant on polling the system for data so it can respond accordingly.

2. When the motorist approaches an obstacle which has not been accounted for in the route plan, the satnav will delay as it decides how to respond. In a power systems context, this is analogous to a PLL controller which might not behave as expected if unanticipated conditions arise for which it has not been tuned.

3. When the motorist goes into a tunnel, they lose satellite coverage. Depending on the programming of the satnav it may cease to update, respond to outdated information or act based on a fixed behaviour (such as telling the motorist to keep going straight forwards). This is equivalent to a PLL close to an electrical fault where the retained voltage is so low that there is little or no voltage information to inform its response.

4. When the motorist comes out of the tunnel, the satnav will suddenly receive new information. There could be a delay whilst the satnav updates and there could be a jump in position based on this new information. This is equivalent to a PLL controller issue known as “phase jumping” which can lead to a delayed response to new conditions or a failure to respond adequately.
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The decrease in fast fault current injection during a fault could affect the behaviour of PLL devices and non-synchronous generators; however it is also important for the correct operation of network protection systems and current source converter HVDC links, as outlined in Table 4.4.

The results for this section explore the different regions of the network where short circuit levels are so low that one or more of these pieces of network equipment will require review in future years.

**Table 4.4**
**Impacts of low short circuit level (SCL) on protection and commutation**

<table>
<thead>
<tr>
<th>Operational Principles</th>
<th>Design and Setting</th>
<th>Impact of Low Short Circuit Level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overcurrent Protection</strong></td>
<td>Continuously compares the current to a fixed threshold. If the current is higher than the setting, the relay will trip.</td>
<td>Typically set to between 1.2 and 1.5 times the maximum continuous current loading of the circuit.</td>
</tr>
<tr>
<td><strong>Distance Protection</strong></td>
<td>Compares the impedance at the relay point with the reach impedance. If the measured impedance is lower than the reach impedance, the relay will trip.</td>
<td>Typically set with a margin of up to 20% to ensure that the protection does not “over reach” and disconnect more than is intended.</td>
</tr>
<tr>
<td><strong>Differential Protection</strong></td>
<td>Compares the current infeed and outfeed across a circuit or zone. If the difference between them is different to the bias current setting, the relay will trip.</td>
<td>A typical bias setting is up to 12% of overcurrent setting, which may possibly be more sensitive to unbalanced faults.</td>
</tr>
<tr>
<td><strong>Commutation of Current Source Converter HVDC</strong></td>
<td>If commutation across a valve or thyristor cannot complete before voltage reversal across the next valve, it can lead to commutation failure. The convertor will block and ultimately disconnect.</td>
<td>Resilience to commutation failure is plant specific; however, risk can generally be approximated as when SCL in MVA is lower than 3 times the rating of the convertor.</td>
</tr>
</tbody>
</table>

**Results**
The full breakdown of regional SCL (Short Circuit Level) is outlined in the system strength section. Figure 4.22 and Figure 4.23 depict the per region percentage of time where one of the above protection devices could be at risk in **No Progression** and **Gone Green** respectively. The results imply that a protection review will be required in the future as fault levels fall, particularly in regions of significant synchronous generation decline. In the majority of cases, requirements are driven by overcurrent protection, which is usually used as a back-up protection system on the transmission network. There are also limited examples where distance protection drives the requirement.
Figure 4.22
Areas in need of protection operation review (No Progression)

<table>
<thead>
<tr>
<th>Year</th>
<th>2016/17</th>
<th>2020/21</th>
<th>2025/26</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Progression</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.23
Areas in need of protection operation review (Gone Green)

<table>
<thead>
<tr>
<th>Year</th>
<th>2016/17</th>
<th>2020/21</th>
<th>2025/26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gone Green</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Legend:
- <5% of year at risk
- >5% of year at risk
- >20% of year at risk
- >30% of year at risk
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Figure 4.24 shows the full breakdown of results for variation in minimum SCL levels across East Midlands in No Progression. Figure 4.25 shows the same for the South East of England in Gone Green. Since it is not practical to include the full assessment result for every region, the full datasets are available as an appendix via our website\(^{13}\).

The East Midlands area is one of the most significant regions of SCL decline. The minimum SCL in this region falls to levels not usually anticipated in the current transmission system outside of South West England and the North of Scotland where non-synchronous generation penetration is high. No Progression is the least reduction scenario, demonstrating the large change in this region.

---

\(^{13}\)SOF website: www.nationalgrid.com/sof
Figure 4.25 shows the results for South East England area. This region is heavily dependent on a limited double circuit corridor and the availability of a single large synchronous generator for SCL provision in a region which is otherwise highly non-synchronous. Across all scenarios, the curve indicates overcurrent and limited distance protection risks under intact system conditions. Commutation function of the current source converter link may be impacted in future years, subject to the availability of the large generator. Notably, this generator was modelled on long outage in the summer of 2021/22 when the risk of commutation failure occurs.

**Figure 4.25**
South East England – SCL and protection risk (*Gone Green*)
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Figure 4.26 and Figure 4.27 show the amount of fast fault current injection required to increase the lowest fault current to a level where existing protection devices would not be compromised. The results are shown for each region and scenario for 2020/21 and 2025/26 against a Gone Green 2016/17 baseline. Consistent with the other voltage management topics, the North West and West Midlands and the East Midlands regions are notable for the high magnitude of change compared to 2016/17.

**Figure 4.26**
Additional fast fault current injection for protection operation (2020/21)
Figure 4.27
Additional fast fault current injection for protection operation (2025/26)

Conclusions
There is a need to review regional protection systems and the commutation of current source converter HVDC links as fast fault current injection decreases throughout the period. With respect to protection function, there is a clear requirement for a more focused investigation of overcurrent protection devices specifically, which are commonly used as back-up protection on the transmission system. Some regions, for example East Midlands and South East England, show a need to consider distance protection operation in the longer term. Since the assessments for commutation failure were performed on an intact network, network outages and regional plant running patterns could significantly affect short circuit level and the commutation failure risk.

As short circuit level declines, it is also necessary to ensure that generators are able to ride through voltage dips at both transmission and distribution voltages when system strength and retained voltage is low. As conventional sources of fast fault current injection reduce, this requirement will become more critical as voltage dips are likely to increase in depth.
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4.5.4
Voltage containment and recovery

Additional dynamic reactive power is required to complement the dynamic overload capabilities provided by synchronous generators.

**Background**

Voltage containment requires sufficient dynamic reactive power required to return voltage to acceptable levels following protection operation. It is expressed in terms of the reactive power generation or absorption needed to contain the over or under voltage. This arises from a surplus or deficit in reactive power after the disturbance has been isolated. Voltage recovery can then be achieved by a mixture of dynamic and static devices. Post-disturbance requirements have been broken down into a series of snapshots at 80 ms (immediate dynamic), 300 ms (fast dynamic), 500 ms (slow dynamic) and 30 s (static) after the fault has been cleared.

In the 0–80 ms window, reactive power delivery must be inherently coupled to the system. In the 80 ms–300 ms time window, reactive power delivery should be fast and proportionate response to the voltage deviation. In 300 ms–500 ms, slower dynamic responses can provide support. From 500 ms–30 s, controlled switching of static elements can support voltage recovery.

In these two initial timeframes, requirements are driven by the need to ensure sufficient retained voltage for fault ride through and to limit temporary over voltage. Under the Relevant Electrical Standards, temporary over voltage in any phase should be limited to no more than 2 pu and decline to 1.3 pu or less within 300 ms. In keeping with the voltage management topic as a whole, we have only considered balanced three-phase faults.

Within the first 500 ms of a fault clearance, reactive power response must remain wholly dynamic and proportionate to the voltage deviation. This time frame has been studied because it aligns with Grid Code fault ride-through requirements, where the disturbance should be sufficiently stabilised that proportionate active power generation relative to voltage can be delivered by generators.

In the 500 ms to 30 s windows, static resources could be automatically switched in a controlled manner to support overall voltage recovery. This approach would be subject to a case by case assessment to ensure that static response is not implemented too quickly, which could have a destabilising effect. Currently, automatic switching of static resources would not normally occur until at least 30 s after the disturbance, after delayed auto reclose action to see if the fault has cleared. Subject to individual cases, more rapid use may be achievable within a 300–500 ms window through alternative operational strategies and fast automated responses.

We have validated our post-disturbance reactive power requirements against analysis of future network reinforcement needs and current operational requirements as they change across the year. Our full results provide a breakdown of the year-round view at the snapshot timeframes of 80 ms, 300 ms 500 ms and 30 s. Given that there are five time frames per region for both reactive power generation and absorption, it is not possible to present this information effectively for the reader in this document. The full curves and datasets for each region are therefore available as an online data appendix\(^\text{14}\) and only the summary results are presented below.
Results
Figure 4.28, Figure 4.29 and Figure 4.30 describe the zonal maximum reactive power requirement by region in 2016/17, 2020/21 Slow Progression and 2020/21 Consumer Power.

The results show the total post-fault reactive power requirement, inclusive of voltage regulation. We have therefore also presented the regulation requirement to clearly show the dynamic requirement above these levels.

Figure 4.28
Voltage containment and regulation requirement (Slow Progression 2016/17)

- SOF website: www.nationalgrid.com/sof
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Figure 4.29
Voltage containment and recovery requirement (Slow Progression 2020/21)

Figure 4.30
Voltage containment and recovery requirement (Consumer Power 2020/21)
The results illustrate an increasing requirement, particularly in the immediate and fast dynamic reactive absorption timeframes during periods when synchronous generator support is least available. In some areas, there is also an increased requirement for immediate or fast-acting reactive power generation, though the overall trend is a decrease.

Requirements are principally driven by the displacement of large synchronous sources on the transmission system with those that do not provide an inherent overload capability for reactive support, or those which are located in the distribution system where the contribution to the transmission system is limited. There is therefore less resource available which naturally acts to address this requirement with an inherent overload capability and an immediate response.

Across the whole transmission system, the analysis shows that by 2025/26 that across the regions, the requirement for immediate dynamic reactive absorption increases by 23.4 Gvar (Consumer Power) and 17.8 Gvar (Slow Progression) in comparison to 2016/17. The requirement for reactive power generation decreases by 13.0 Gvar (Consumer Power) and 12.3 Gvar (Slow Progression).

Static reactive power absorption, assuming it can be switched between 500 ms and 30 s, is required to increase by 2025/26 by 11.3 Gvar (Consumer Power) and 8.1 Gvar (Gone Green) in comparison to 2016/17. The requirement for static reactive power generation decreases by 15.5 Gvar (Consumer Power) and 14.6 Gvar (Gone Green).

**Conclusions**

The requirements for post-fault containment and recovery increase over the period as the support available from synchronous generation declines. This is due to the ability of synchronous generators to respond to a disturbance immediately and sustain voltage control throughout the containment and recovery period. In specific regions, changes arise due to changing power flows and limited proximity of synchronous sources of reactive power. The immediate dynamic and fast dynamic responses available from synchronous machines need to be complemented by alternative sources. Static responses could be used between 500 ms and 30 s. Reactive power absorption requirements increase the most; however, in some particular areas there is also an increase in reactive power generation required due to specific regional flows and resources. In all cases, the requirements must be available in the steady state so that they are able to respond immediately to the post-disturbance state, which may impact the optimum balancing solution.
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Whole system coordination
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5.1 Insights

- An increasing amount of generation output is not visible to the system operator. This increases uncertainty in balancing and operability, in planning timescales and in real-time.

- Active network management facilitates quick and economic connection to constrained networks. If not coordinated, it can increase uncertainty and restrict market access for potential providers of flexibility.

- Distributed energy resources have the potential to deliver enhanced transmission system voltage control through the application of new control approaches.

- The function of low frequency demand disconnection is not guaranteed to be effective in the future due to changing power flows caused by distributed generation growth.

- There is an ongoing requirement to develop the Black Start strategy and consider alternative approaches to system restoration. Providers need to be more flexible and new technologies could enhance restoration options.
5.2 What is whole system coordination?

Effective planning and operation relies on an understanding of the capabilities and behaviour of generation, demand and networks across the whole system. Uncertainties must be taken into account in planning phases so that resources can be coordinated efficiently and procurement of system services can be optimised. This topic considers a number of areas where better access to enhanced capabilities across the whole system can maximise our ability to address operability needs economically, safely and securely.

Whole system coordination is not a new concept. Today we exchange data with transmission network owners, distribution network owners, generators and service providers in planning and operational timescales to make efficient decisions on behalf of energy consumers. This approach has been based on the historical structure of the industry and the predominance of centralised energy resources.

We are now experiencing an energy revolution. Distributed energy resources and small-scale generators continue to grow across all of the future energy scenarios and whole system resource optimisation is required where historical approaches are no longer suitable. Previously, real-time data exchange has taken place directly between the system operator, network owners and large generators. There is now a role for a range of alternative approaches to information provision and aggregation as small generators grow and the location of energy resources in the network changes.

Our assessments of frequency and voltage highlight periods of time where the total resources available on the transmission system are not sufficient to economically address operability requirements, when considered in the context of our balancing and flexibility work. It is therefore crucial that we, as an industry, respond to this challenge by developing whole system approaches which enable access to distributed energy resources and new service provider capabilities.

An increasing proportion of the generation mix is not bound by the same performance obligations as large transmission-connected plant. There is therefore also a need to consider the appropriate application of industry codes and frameworks to ensure that the system remains secure as the balance of energy resource location changes. Our neutral approach to solutions continues throughout this section; however, it is sometimes necessary to distinguish where current levels of visibility and coordination are assured by codes and standards.

In our Balancing and Flexibility chapter, we have based our assessments on an assumption that the certainty of flexibility and reserve requirements ahead of time will remain consistent with today. In order to achieve this as distributed energy resources grow, a greater level of whole system coordination is required. If this cannot be achieved, additional uncertainties will have to be factored into our requirements to account for the behaviours of energy resources and networks which are not visible.

Whole system coordination is a broad subject with many features which it is not possible to fully explore. We have therefore assessed selective areas which we are able to demonstrate are changing significantly according to the Future Energy Scenarios.
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5.3 Topic map

Table 5.1 Whole system coordination topic map

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Description</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visibility and Coordination</td>
<td>An assessment of the visibility of generation requires additional certainty of performance and behaviour. This ensures that operability needs can be met and services are not over-procured.</td>
<td>146–153</td>
</tr>
<tr>
<td>Active Network Management</td>
<td>An assessment of the active network communication and collaboration across the distribution network in South West England, which is needed to ensure that actively managed distribution networks do not counteract transmission system operator instructions. Includes contributions from Western Power Distribution.</td>
<td>154–160</td>
</tr>
<tr>
<td>Voltage Control from Distributed Energy Resources</td>
<td>An assessment of distributed energy resources in South East England, which have potential to provide enhanced voltage control to the transmission system. Includes contributions from UK Power Networks.</td>
<td>161–167</td>
</tr>
<tr>
<td>Low Frequency Demand Disconnection</td>
<td>An assessment of demand disconnection measures which must retain the ability to operate as distributed generation grows.</td>
<td>168–170</td>
</tr>
<tr>
<td>Black Start</td>
<td>An assessment of the current status of the Black Start service which ensures that an effective system restoration strategy is in place.</td>
<td>171–172</td>
</tr>
</tbody>
</table>

**Visibility and coordination** is a fundamental consideration which influences all of the whole system coordination assessments. The visibility of resources is critical to efficient operation as it allows the system operator to understand cross-system interactions and reduce uncertainty in service needs.

**Active network management** explores the increasingly complex interactions of transmission system operator services with the variability of network and distributed generation behaviours, supported by insight from Western Power Distribution (WPD) from their experience in the South West licence area.

**Voltage control from distributed generation** explores a joint Network Innovation Competition proposal put forward by UK Power Networks (UKPN) and National Grid to trial the use of distributed energy resources in the South East to provide voltage control to the transmission network.

**Low frequency demand disconnection** explores the correct operation of low frequency demand disconnection devices as distributed generation grows. This section provides an update on the work of SOF 2015 and current progress of work through the Electricity Networks Association to assess future requirements.

**Black Start** explores the current status and future requirements of the Black Start strategy. This valuable insurance policy for energy consumers ensures that the power system can be restored following a system failure. We explain the requirements of the strategy and need for new providers.
5.4 Consequences and requirements

Our assessment of Visibility and Coordination illustrates the consequences of the growth in distributed generation to the system operator. Most of these generators are not required to provide operational metering and control, therefore the system operator’s visibility of the total generation output in real-time will decrease remarkably in future years. Unless actions to improve visibility are taken, this will increase uncertainty in operability requirements, which will lead to increased costs and the risk of emergency measures being required. Presently, up to 17 GW of generation output is not visible during the lowest visibility periods in 2016/17. By 2025/26, this number is up to twice as high in the Consumer Power scenario, at 34 GW. In Slow Progression, up to 27 GW is not visible.

The Requirements for Generators code, as part of European codes implementation in GB, could have a considerable impact on overall levels of generation visibility. The analysis supports the case that reducing the threshold at which requirements apply would greatly improve visibility of small generators and improve their ability to support the whole system. In addition to code developments, alternative methods to improve visibility are required. Appropriate aggregation of distributed resources could also contribute to managing regional requirements. To ensure levels of visibility remain broadly equivalent to today, visibility of installations down to an installed capacity of 1 MW is necessary, by direct or indirect means, by 2025/26.

There is an increasing range of distribution network regions that are likely to implement active network management (ANM) systems over the next five years.Given the range of interactions possible between areas of whole system operability and ANM function, such systems need to be designed and coordinated appropriately with greater collaboration between network companies and the system operator. ANM facilitates early access and low cost connection solutions for distributed energy resources (DERs) in place of traditional network reinforcements. Given the levels of distributed generation in our balancing assessment, DERs will have to supply an increasing proportion of whole system support services, particularly during periods of low transmission system demand. The potential for widespread use of ANM to inhibit the ability for DERs to provide these services when they are required will mean that all parties must coordinate appropriately. Unlike the transmission system, distribution systems do not presently apply the same performance standards which require resources to respond to broader system needs. Parallel developments in this area may be necessary to complement holistic assessments of cross industry needs.

Regarding low frequency demand disconnection (LFDD), current industry work is in its early stages of analysis. Initial results suggest that given the variability of output from distributed generation, there is potential that LFDD action in some areas may not act in accordance with expectations. This work has so far considered a limited range of conditions. Further work is required to examine broader timeframes and regions. Future options for low frequency demand disconnection are being investigated by an industry working group.

The outputs of our balancing assessment illustrate the reduced availability of traditional providers of the Black Start service. There is an ongoing requirement to develop the Black Start strategy and consider alternative approaches to system restoration. Providers of Black Start need to be more flexible in the future and alternative technology providers are required to enhance restoration options.
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5.5 Assessments

5.5.1 Visibility and coordination

An increasing proportion of total generation output is not visible to the system operator as small-scale generation grows. This increases uncertainty in whole system operability requirements.

Background

Across all of the future energy scenarios, there is an increase in the installed capacity of distributed energy resources over the next ten years. Depending on their installed capacity, most distributed energy resources do not have to provide the transmission system operator, the term transmission system operator (TSO) is used throughout this chapter to distinguish it from the operation of distribution networks. with real-time operational metering, meaning that they are effectively invisible to the TSO. As these generators displace the large centralised generators, which have to provide operational metering, the TSO’s visibility of available resources reduces. This uncertainty adds to the magnitude of operability requirements.

In this section, we have defined visibility as an ability for the TSO to see the output of generators in real-time, with an understanding of their characteristics and behaviour. This requires a mechanism for data provision, whether direct or via a third party (such as an aggregator), and a method of instruction through planning and operational time horizons.

Under the Grid Code\textsuperscript{2} and Distribution Code\textsuperscript{3}, small generators are defined as being less than 50MW in England and Wales, less than 30MW in the Scottish Power Transmission (SPT) area and less than 10MW in the Scottish Hydro Electric Transmission (SHETL) area. They have historically made up a minority portion of total generation. It has therefore been possible to manage these resources with limited requirements for information provision and DNOs have accounted for distributed generation growth in the annual planning estimates supplied to the TSO.

Under Grid Code modification GC0042\textsuperscript{4}, DNOs provide information about generation types and capacities for installations with a capacity greater than 1MW, together with network and protection information, to the TSO. This is not, however, directly comparable to the levels of information provided by medium and large connections under the Grid Code. The requirements for these larger units provide planners and operators with the capacities of

\textsuperscript{1} The term transmission system operator (TSO) is used throughout this chapter to distinguish it from the operation of distribution networks.

\textsuperscript{2} Grid Code: http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-Code

\textsuperscript{3} Distribution Code: http://www.dcode.org.uk/the-distribution-code

\textsuperscript{4} GC0042: http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-code/Modifications/GC0042/
generation ahead of real-time, performance characteristics and anticipated operational patterns. Given the ranges of type and size of distributed resources, the capabilities that exist are presently self-certified, contrary to those for larger generators which are certified by the system operator. Self-certification is less reliable than certification by the TSO. An Electricity Networks Association report by the High Volts Working Group\(^5\) shows that the real-time behaviour of these units can deviate notably from expectation.

The industry currently has a joint Grid Code and Distribution Code working group (GC0048\(^6\)) which is in the process of implementing the Requirements for Generators (RfG\(^7\)) code within GB. Under RfG, generators are assigned a banding according to size. Requirements, for example on data exchange and operational metering, are then set for each band. Greater certainty in system capabilities and requirements, which could be derived from more accurate information about distributed energy resources, could allow the whole system to be operated more efficiently. The levels of each band are presently under consultation.

Distributed generation is providing a progressively greater contribution to the overall generation requirement of the whole system, not just at times of minimum transmission system demand, but across the whole year. Figure 5.1 illustrates the breakdown of installed capacity of distributed generation which is above 1 MW and micro generation which is below 1 MW according to the 2016 future energy scenarios: Consumer Power (CP), Gone Green (GG), No Progression (NP) and Slow Progression (SP).

---


\(^6\)EGrid Code modification GC0048: http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-code/Modifications/GC0048/

\(^7\)Requirements for Generators (RfG): https://www.entsoe.eu/major-projects/network-code-development/requirements-for-generators/
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The Balancing and Operability case study from August this year demonstrates the impact and importance of accurate forecasts for wind and solar generation. In the Voltage Management chapter, we described how solar PV output will have an increasingly greater influence on the shape and sensitivity of the voltage regulation requirements.

A particular challenge in the prediction of solar generation behaviour is the level of capacity which is behind the connection, where it may not be economic to size the panels and the converter rating equally. Figure 5.2 demonstrates the behaviour of two solar installations with the same export capacity but with differing generation capacities behind the network connection. According to FES 2016, the installed capacity of energy storage devices ranges from 0.4 GW (No Progression) to 2.8 GW (Gone Green) by 2025, excluding pumped storage. The opportunity provided by storage to accumulate rather than waste excess solar energy is likely to result in increased growth of combined storage and solar PV projects. These have differences in load shape compared to a pure solar panel installation. While potentially efficient to the developer, such projects represent additional uncertainty to system operation without information regarding design behind the convertor and an ability to monitor or influence its operation, as is also illustrated in Figure 5.2.

Figure 5.2
Visibility of solar PV capacity installed behind a converter

Three 1 MW panel arrays = 3 MW

Five 1 MW panel arrays = 5 MW
Currently, a project of the same size connecting under different codes in different regions of the system will produce different power output behaviour and performance. The difference in the codes is reflective of historically limited telemetry to monitor and manage distributed generation of this scale. As outlined in the Frequency Management and Voltage Management chapters, behaviour in relation to a disturbance is important, particularly when post-disturbance needs drive steady state requirements. Currently no planning or operational information about the behaviour of small-scale generators during a frequency or voltage disturbance is made available to the TSO and very limited information is provided to distribution network owners.

Results
In our assessments, visibility is defined by the current Grid Code and Distribution Code thresholds for small generators, above which visibility to the TSO is required (50MW within England and Wales, 30MW in the SPT area and 10MW in the SHETL area). Figure 5.3 and Figure 5.4 illustrate the proportion of the total generation output which is not visible to the system operator according to this definition. The results show the distribution of generation output from visible and invisible sources for 2016/17 and 2025/26 in the Consumer Power and Slow Progression scenarios.

The results clearly illustrate the increased impact of distributed resources which are not visible over time. Of particular note is the elongated tail to the right-hand side of the distribution. This indicates the increased impact of weather events when solar PV or wind output from distributed renewable generators are high. In 2016/17, the highest total output from generators which are not visible is 17 GW. By 2025/26, there are periods where unconstrained invisible output is up to twice as high, 34 GW in Consumer Power and 27 GW in Slow Progression. The fact that the trend is consistent across scenarios demonstrates the importance of action to secure the whole system operability in the context of increased impact of weather-driven behaviours in the future.
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Figure 5.3
Generation output not visible (Slow Progression)

Figure 5.4
Generation output not visible (Consumer Power)
Figure 5.5 expresses generation output visibility for Consumer Power in the form of a distribution curve. The shape of the curve shows the proportion of time spent at varying levels of generator output visibility in 2016/17, 2020/21 and 2025/26.

In 2025/26, the movement to the right-hand side of the plot shows that there are an increasing number of periods where visibility is lower. Without improved visibility, constraint actions or emergency instructions, there are a small number of periods in 2025/26 where over 90% of total generator output is not visible to the system operator.
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Figure 5.6 shows that in order to achieve an equivalent level of visibility to 2016/17 in 2025/26, mechanisms for visibility of generation down to a 1 MW level is required. Even with arrangements in place for visibility of generators down to a 1 MW level, there is still a large proportion of the year where overall visibility is worse than the most onerous periods in 2016/17.

Figure 5.6
Generation output not visible with 1MW threshold *(Consumer Power)*
Conclusions

Distributed energy resources, by definition, are connected within distribution networks and are not usually required to have the capabilities to support the system in the same way that centralised generators do. When fewer centralised generators are running, there is the potential for a gap in capabilities to develop. It will be necessary for distributed resources to provide the system support that has historically been provided by the centralised generators. To facilitate this transfer of responsibility, it will also be necessary to ensure that the distribution networks can accommodate it.

Throughout the next decade, it is only possible to retain an equivalent level of visibility to today for most of the year by ensuring that all energy resources with an installed capacity of 1 MW or greater are visible to the TSO, whether directly or through indirect means. This could be achieved through code modifications, including the implementation of RfG with appropriate banding levels, or through the use of aggregation. The latter involves a role for third parties to collate numerous small resources and present the aggregate information to the TSO.

Beyond increasing visibility, which will reduce the uncertainty of real-time operation, there is also a growing requirement to coordinate distributed energy resources to support the system in other areas such as frequency and voltage management. This support has historically been provided by minimum performance criteria for centralised generators. With regards to aggregation, it is important that the net performance of aggregated resources are understood and predictable, and that instructions do not cause localised operability issues.

Without action to address reducing visibility, there will be an increased risk in the future that emergency instructions will have to be used. These arrangements involve the TSO instructing the DNOs to disconnect distributed generation in order to regain acceptable network performance. The frequent use of such measures is unlikely to be desirable or economic.
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5.5.2 Active network management

Increasing use of active network management schemes could adversely affect the transmission system operator’s ability to balance the system and access services. Enhanced planning and operational coordination is required across the whole system.

Background
The increasing connection of generation within distribution networks is exhausting the network capacity available using conventional ‘fit and forget’ methods of control where output is unconstrained all of the time. In the Western Power Distribution (WPD) South West licence area, there is now about 2 GW of distributed generation connected, of which approximately 1.2 GW is solar PV. Conducted in collaboration with WPD, we explore active network management (ANM) based on the experience of WPD in this area and identify considerations for more widespread application.

ANM is an approach which helps the DNOs to maximise existing network capacity and facilitate new connections as quickly and cost effectively as possible. It often helps to avoid the cost and delay associated with conventional network reinforcement.

Traditionally, the assessment of a new distributed generation connection is based on its unconstrained output during a credible peak flow scenario. The most common constraints in these scenarios tend to be associated with voltage; however, other constraints such as a thermal or current limitation may also apply.

Historically, if the connection were to trigger a breach of limits without conventional reinforcement, it would not have been permitted. While this approach may have been sufficient to accommodate incremental generation growth in the past, the dramatic increase in distributed generation connections has rapidly used up much of the capacity available and many regions are now operating close to constraint limits on either the distribution or transmission network. ANM allows new generators to connect in these regions, provided they agree to curtail their output at times when the network is constrained.

ANM therefore has an important role to play to facilitate distributed generation connections; however, a number of interactions with TSO instructions and services must be addressed.

For conventional distributed generation connection, the impact on the network in a peak flow scenario is identified and studied. This is typically the most challenging half-hour period. In reality, this may only occur a few times a year, which means there is additional capacity available in the network the rest of the time. A number of alternative connection approaches have been introduced by DNOs to maximise this capacity and make efficient use of the existing network assets. Among these alternative approaches, active network management is the most able but also the most complex method.

In the WPD South West licence area, a number of different connection approaches have been applied. A number of these approaches are outlined below. They are all derived from the same concept of maximising network utilisation by accounting for variation in generation and demand.
Soft intertrip
Soft intertrip is a simple implementation of ANM which is designed for small clusters of generation behind a single constraint. Centralised control uses a live voltage or current reading to assess the constraint limit and ramps down the output of generators if it is breached. This is a low cost option for areas where full ANM has not been rolled out.

Timed connection
Timed connections were designed as an option for 11 kV connected generators under 1 MVA in areas which are dominated by solar generation. It allows the generator to export during winter and at night when there is low or no output from solar generation, but curtails during summer day time. The main advantage is that it does not rely on a control system since a timed connection is purely a commercial agreement. This keeps costs low and timescales short for connecting small generators.

Export limitation
Export limitations allow a customer to install more generation than the connection export capacity, subject to specific criteria regarding how much can be installed and how the limit is controlled. Typically there are two types of customers that find these connections useful: an existing generator who wants to increase their installed capacity or a demand customer who wants to install generation above their existing export capacity.

Active network management
Figure 5.7 illustrates an example of a network where a number of the generators are subject to active network management. It should be noted that other distributed generators in the network are contracted with the TSO to provide services such as short-term operating reserve (STOR) or demand-side response (DSR). Export limitations allow a customer to install more generation than the connection export capacity, subject to specific criteria regarding how much can be installed and how the limit is controlled. Typically there are two types of customers that find these connections useful: an existing generator who wants to increase their installed capacity or a demand customer who wants to install generation above their existing export capacity.

The ANM scheme monitors the state of the network at critical constraint points and an ANM server runs a power flow management algorithm. When the measured values breach a constraint threshold value for a defined period, the server will calculate the required reduction in output of managed generators to resolve the constraint. In the example in Figure 5.7, the solar and wind generators would be issued automatic curtailment instructions. If a measurement is not provided when prompted, the server will take a ‘fail safe’ action to ensure the constraints are secured.
Curtailment is based on principles of access, which determine the priority assigned to different generators. There are a range of commercial arrangements that could be implemented. In WPD areas the last in first off (LIFO) arrangement, which is based on the dates when connection contracts were signed, is generally used as it keeps commercial agreements simple and clear. It does limit generators from connecting when curtailment becomes economically unviable; however, it ensures that existing generators maintain their access rights and are not affected by new connections.

ANM can do everything that a soft intertrip can do, but for more generators and multiple constraints. It also has the ability to apply an optimised LIFO stack to curtail only generators which impact the constraint. ANM does rely on the availability of the server and communication channels between it and affected customers. Customers are also required to respond automatically to the ANM signal. Should the system be unavailable, it would be necessary to implement rapid restrictions to ANM controlled connections.

Over time, as the underlying flows on the network change substantially, this could trigger a need to update the processing logic carried out by the ANM server. ANM could also lead to generators becoming economically less viable over time if the constraint becomes active for longer periods. This becomes increasingly likely if ANM limitations are layered upon each other. In regions where the imposed restrictions would be significant, proposed developments usually choose not to go forward rather than opt for a network reinforcement.

All of the approaches discussed are made possible through improved control and telemetry of networks which can deliver optimised operational solutions to the overall benefit of consumers. As we move away from conventional approaches, it is necessary to understand the holistic impact across the whole system. There is a requirement to efficiently optimise transmission and distribution network needs with regard to network investments and operational cost savings. The impact of alternative connection approaches must be weighed against the trade-off of access to certainty of capacity and flexibility, which can have an impact on TSO access to services procured from DERs.
### Results
The assessment investigates the likelihood of ANM schemes being implemented to resolve constraints within the distribution networks in future years. It was based on the installed capacity of distributed generation in an area compared to the network capacity of the distribution system in those areas. The network capacity was assumed to be in proportion to the maximum winter demand based on P2/6 planning standards. The results for 2016/17 versus 2020/21 are shown in Figure 5.8. This gives a view of the regions where it is most likely that existing network capacity will be used up and ANM may therefore be necessary in lieu of network reinforcement.

#### Figure 5.8
Regions where ANM is likely to be required by 2020/21

<table>
<thead>
<tr>
<th>Year</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016/17</td>
<td>Gone Green</td>
</tr>
<tr>
<td>2020/21</td>
<td>Consumer Power</td>
</tr>
<tr>
<td>2020/21</td>
<td>Slow Progression</td>
</tr>
<tr>
<td>2020/21</td>
<td>No Progression</td>
</tr>
</tbody>
</table>

- **ANM not likely to be required**
- **ANM likely to be required without network investment**

### Impacts on system operation
As TSO, National Grid operates the GB transmission network and balances supply with demand in real-time. The DNOs have historically been responsible for securing their networks to meet the required standards with no role in balancing supply and demand. Through the application of ANM schemes and other alternative connections, DNOs have an increasing impact on the power flows within their networks.

Without coordination of activities between the TSO and DNOs, there is potential for ANM schemes to counteract the TSO’s balancing actions or to sterilise the effect of system services procured from DERs. This could lead to increased costs to the consumer and risk to security of supply if services cannot be delivered when required.
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Figure 5.9 shows the interaction of an ANM scheme with a reserve service. In the diagram, we have used the example of short term operating reserve (STOR), however this interaction equally applies to other frequency response or reserve services. If the provider is located within an ANM scheme, when the service is called, the increase in generation will be detected by the ANM server and other generation will be curtailed to prevent the constraint limit from being exceeded. The net effect to the TSO will therefore be zero.

STOR is an important service that provides the TSO with fast access to reserve power in the case of real-time demand being greater than the forecast or in the case of unplanned generator unavailability.

Resolving the conflict between frequency services and ANM is presently challenging as active network actions are mostly autonomous. A portion of the capacity behind each constraint could be reserved for STOR providers, however, this would reduce the effectiveness of ANM schemes so mutual agreement between DNO and TSO would be needed. It also raises questions regarding new providers who apply for connection to an existing ANM zone and whether they should be obliged to connect to an unconstrained part of the network if the conflict cannot be resolved.

Figure 5.9
Interaction between ANM and Short Term Operating Reserve (STOR)

---

Figure 5.9
Interaction between ANM and Short Term Operating Reserve (STOR^\textsuperscript{9})

---

\textsuperscript{9} Short Term Operating Reserve (STOR): http://www2.nationalgrid.com/uk/services/balancing-services/reserve-services/short-term-operating-reserve/
Demand Turn Up is a TSO service to encourage larger power consumers to increase demand, or distributed generators to reduce generation, when there is excess energy on the system. It is typically applied overnight and weekend afternoons. In 2016, the Demand Turn Up service of 309MW was in use from May to September within two operating windows: overnight window and day service window (weekends and bank holiday afternoon). The day service window was selected to coincide with periods of low demand and maximum output from solar generation. This also happens to be the time when ANM schemes are most likely to be operating.

The demand increase instructed by the service could be counteracted by the generation increase instructed by a DNO ANM scheme in an export-constrained distribution network, as shown in Figure 5.10. If a Demand Turn Up service provider was located within an export-constrained network with ANM, the increase in local power consumption would see greater capacity for generation and release the commensurate capacity to the generation. This would negate the Demand Turn Up instruction.

**Figure 5.10**
*Interaction between ANM and Demand Turn Up*
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In order to balance generation and demand, the TSO conducts close to real-time demand forecasting to predict the minute-by-minute demand change. This involves the analysis of historical demand data, weather forecasts and current and historical weather conditions. The power output of distributed generation, which is generally not visible to the TSO, manifests by suppressing the transmission system demand. Increasing levels of distributed generation increase the uncertainty in the transmission system demand forecasts, making power exchanges with distribution networks less predictable. The use of ANM further impacts the accuracy of the overall demand forecasting as its behaviour could diverge from expected behaviours. Action is required to reduce the uncertainty in the transmission system demand forecasts through better understanding of the ANM scheme instructions and improved coordination between DNOs and the TSO.

Future development of ANM
The current applications of ANM are mostly designed to help DNOs offer cheaper and faster connections by avoiding large network reinforcements. ANM schemes allow for more efficient use of the distribution network infrastructure; however, without appropriate coordination, this could lead to detrimental effects for the system as a whole. In order to ensure continued stable and economic operation, there is a need for greater collaboration between DNOs and the TSO. In planning timescales, a two-way flow of information is essential to understand where ANM will be developed to ensure that service delivery is not compromised. This needs to continue to real-time so that the control rooms can secure the system with visibility of which services are available. Information across networks throughout planning and operational timescales could unlock the additional potential for ANM to provide services in additional areas such as managing fault levels and the application of dynamic line ratings to further maximise the use of existing network assets.

A number of projects and studies are being carried out to investigate the implementation of ANM principles at a transmission network level. An example is explored in the following topic, Voltage Control from Distributed Energy Resources, where National Grid has been working in collaboration with UK Power Networks in the South East.

Conclusions
The growth of energy resources connected within the distribution networks continues throughout the next decade. This has the potential to trigger various needs for network reinforcement as regional transmission and distribution networks are close to network limits. ANM has been demonstrated to be an effective way of connecting distributed generation to constrained networks and it is expected that it will be widely implemented across distribution networks in the long term. We have highlighted the benefits, limitations and complexities associated with the current approach. If unmanaged, ANM roll-out could adversely affect TSO operations and the whole system as a consequence. This could result in additional capability needs or countermand TSO actions, which would increase system security risks and the cost of system operation for consumers. Enhanced visibility of TSO control actions and ANM operation, with appropriate coordination, is important to ongoing implementation.
5.5.3 Voltage control from distributed energy resources

Distributed energy resources could deliver additional capacity through a coordinated voltage control approach, as proposed by National Grid and UK Power Networks through the TDI 2.0 project.

**Background**
National Grid and UK Power Networks (UKPN) are working in partnership to investigate an innovative approach to using distributed energy resources to provide enhanced voltage control to the transmission system. The Transmission and Distribution Interface 2.0 (TDI 2.0) project seeks to demonstrate a coordinated whole system approach which leads to more efficient network planning and operation. The project proposes to investigate the implementation of a novel voltage control arrangement which presents an effective alternative to conventional reinforcement. This section of the SOF summarises the results from the initial assessment phase of the project, based on study work conducted by Moeller & Poeller Engineering on behalf of National Grid.

The proposal focuses on electricity networks in the South East of England. The distribution network in this region is owned and operated by UKPN, connected to the transmission system via four grid supply points (GSPs). These are the substations where the 400kV transmission network interfaces with the 132kV distribution network. The GSPs considered in the project are: Bolney, Ninfield, Sellindge and Canterbury North, indicated in Figure 5.11.
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Figure 5.11
The TDI 2.0 region
There is one double-circuit transmission corridor along the South East with no other routes for power transfer in the region. This is significant as new developments in the region are likely to place additional requirements on the transmission network. The proximity with mainland Europe means that a number of large interconnector projects are proposed which could lead to both heavier and more volatile flows. There is also substantial distributed generation growth in this region.

The Voltage Management chapter identifies that additional reactive power will be required over the coming decade. The assessments for South East England specifically highlight that additional reactive power generation and absorption is needed. The initial assessment work for the TDI 2.0 project has investigated the potential voltage control benefits which could be delivered by distributed energy resources (DERs) to National Grid through coordination with UKPN.

Due to reactive power requirements along the double-circuit route, the transfer of active power could be limited by reactive power needs. The studies consider low and high voltage constraints on the transmission network. The potential benefits assessed are in two specific areas:

- The additional reactive power which could be provided to the transmission system by DERs.
- The additional active power which could be transmitted due to additional voltage support from the distribution system.

Network studies were conducted on a joint model of transmission and distribution networks in the South East. The studies represented a range of typical conditions in the region. Different weather and regional plant dispatch patterns were considered in a series of study cases.

<table>
<thead>
<tr>
<th>Study Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Low load base case. No DERs providing enhanced reactive power services.</td>
</tr>
<tr>
<td>2.</td>
<td>Summer daytime with solar PV at peak output, wind at medium output and large synchronous plants offline.</td>
</tr>
<tr>
<td>3.</td>
<td>Summer daytime with solar PV at peak output, wind at medium output and large synchronous plants online.</td>
</tr>
<tr>
<td>4.</td>
<td>Summer early morning low load with solar PV at zero output, wind at medium output and large synchronous plants offline.</td>
</tr>
<tr>
<td>5.</td>
<td>Summer early morning low load with solar PV at zero output, wind at medium output and large synchronous plants online.</td>
</tr>
</tbody>
</table>
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The studies included only DERs connected at 33 kV and above. Below this voltage level, DERs are much less effective at delivering reactive power to the transmission system.

The generation mix of DERs which met the connection criteria is shown in Figure 5.12.

Figure 5.12
Generation mix in the studies

Synchronous generation: 45%
Wind generation: 36%
Solar PV generation: 19%

In order to calculate the maximum reactive capabilities from DERs in the UKPN network, these resources have been assumed to be able to operate in voltage droop control mode, meaning they can change their reactive power output according to voltage fluctuations at the point of connection. A number of novel voltage control loops were programmed into the studies to determine the maximum potential reactive capability from the DERs, as summarised in Table 5.3.

Table 5.3
Voltage control methodology

<table>
<thead>
<tr>
<th>Control Loop</th>
<th>Timescale (seconds)</th>
<th>Description</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1–5</td>
<td>Achieve fast reactive response from DERs</td>
<td>DERs on the network are programmed to respond to voltage changes via voltage droop control.</td>
</tr>
<tr>
<td>2</td>
<td>2–20</td>
<td>Control the GSP transformer tapping</td>
<td>The voltage at participating GSPs is monitored. If it crosses a threshold, DERs will be automatically instructed to adjust the voltage target set-point.</td>
</tr>
<tr>
<td>3</td>
<td>Greater than 30</td>
<td>Control the grid transformer tapping</td>
<td>Control scheme instructions are communicated to grid transformers (132 kV/33 kV) containing participating DERs. The tapping target is altered to maximise the DER voltage response.</td>
</tr>
</tbody>
</table>
Results

Phase 1 – reactive power response from DERs
For the first phase of assessment, both low and high voltage excursions were simulated in the transmission network to assess how much reactive power could be achieved from DERs. Projects due to connect to the transmission network were included to reflect future voltage control needs. The results were recorded as snapshots of reactive power provision across all four GSPs. The initial response is the reactive power provided after control loop 1. The final response is after control loop 2 and control loop 3 have activated. Consistent with the Voltage Management chapter, positive values indicate reactive power generation and negative values indicate reactive power absorption.

Figure 5.13
**Low voltage response**

![Low voltage response graph]

Figure 5.14
**High voltage response**

![High voltage response graph]
Phase 2 – additional transmission network capacity
For the second phase of assessment the low voltage case was studied as this is likely to occur under the most onerous contingency condition, which is a double-circuit fault. The study required a stable system voltage both after the contingency and after transformer tapping had taken place. The most challenging voltage condition was when solar PV and wind generation output are high and large synchronous plant output is low. This is consistent with expectations because the greatest reactive power requirements occur post-fault, when voltage support from large synchronous generation is not available. The results show that Ninfield is the critical busbar in the study region as voltages reach the lowest value (0.88pu) at this location. Figure 5.15 shows the response of the system.

Figure 5.15
Ninfield and Bolney power-voltage curves

Following the implementation of the final control loop, voltage is elevated to approximately 0.945pu. This corresponds to an additional 117 MW of active power capacity at Bolney, which has a lower voltage post-tap. This does not account for other network developments in the region.

The project has determined that when considering 905 MW of solar PV, wind generation and distributed synchronous plant across all four GSPs, up to 121 Mvar of reactive power generation and 226 Mvar of reactive power absorption could be provided following transformer tapping. Of these figures, 86 Mvar and 98 Mvar respectively can be provided in fast timescales (1-5 seconds).
Conclusions
The initial assessments for the TDI 2.0 project are proof of concept rather than operational planning studies, however, a number of conclusions can be drawn regarding the potential benefits delivered by this approach. While the response numbers may appear low compared to the capacity of generation in the study, much of this generation is heavily distributed at great electrical distance to the four GSPs considered. It may be possible to develop a sensitivity index to determine which generators would be most effective in the delivery of Mvar support at a transmission level.

When considering the above reactive response capability, up to an additional 186 MW could be connected in the whole study region. The results indicate that plant in the Bolney and Ninfield region would be the most beneficial for provision of voltage support under the critical double circuit contingency case.

The initial TDI 2.0 assessment work has demonstrated that it is possible to provide enhanced transmission system voltage performance by utilising distributed energy resources with a novel control approach. Further details of the project can be found in the Network Innovation Competition submission pro-forma, available on the Ofgem website.\textsuperscript{10}

\textsuperscript{10}TDI 2.0 project proposal: https://www.ofgem.gov.uk/system/files/docs/2016/04/electricity_isp_proforma_nic_12_04_2016_final.pdf
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5.5.4 Low frequency demand disconnection

Changing power flows in distribution networks mean that the function of low frequency demand disconnection is not guaranteed to be effective in the future.

Background
Requirements for controlling frequency under normal operation are considered within the Frequency Management chapter. This section explores what happens in an emergency situation, when frequency falls below the limit of the normal operational range and demand disconnection is required in order to recover it.

Frequency response is procured to secure the power system for a number of events, which are specified in the Security and Quality of Supply Standards. It includes the loss of certain elements of network infrastructure or the unplanned disconnection of generation. Events outside of these are considered to be unlikely enough that it would not be reasonable or economic to procure frequency response for them. These events include cascade faults or coincident independent events, which could cause a total loss of generation greater than the quantity for which frequency response has been procured.

Distribution networks are therefore required to maintain relays which will incrementally disconnect demand if frequency falls below 48.8 Hz down to 47.8 Hz. The intention is to quickly reduce the load on the transmission system until equilibrium is reached to maintain a core network and avoid the need for system recovery actions. This layered defence approach is called Low Frequency Demand Disconnection (LFDD) and is described in the Grid Code under Operating Code 6 (Demand Control)\(^1\). Effective operation of LFDD allows frequency to be controlled in the event of an emergency, but its present implementation could be undermined by the growth in distributed generation.

The last time a significant number of customers were disconnected due to LFDD operation was 27 May 2008. The coincident loss of four large generation units and a collection of distributed generation resulted in 1993 MW of generation being disconnected over a period of three and a half minutes. This was 58% larger than the size of the largest single generation loss (1260 MW), for which frequency response had been procured. Frequency fell below 48.8 Hz which triggered the first stage of LFDD. Approximately 546 MW of demand was disconnected and the frequency nadir was 48.795 Hz. As reserve services were brought online, frequency gradually recovered over approximately seven minutes. The remaining stages of LFDD were not required\(^2\).

\(^1\) Grid Code: http://www2.nationalgrid.com/UK/Industry-information/Electricity-codes/Grid-code/The-Grid-code/
Discussion
With growth in distributed generation at voltage levels below which LFDD relays are installed, there is an increasing likelihood that the expectation of how much demand would be disconnected is distorted. Should LFDD be required to operate, it could disconnect less demand than expected meaning that the scheme would be less effective. In the worst case, if flows are reversed because the quantity of generation is greater than demand in the area, LFDD action could be detrimental and further increase the generation deficit. This was discussed in more detail in SOF 2015. To explore this issue further, an ENA workgroup was set up so that the system operator could work with the DNOs to understand the scheme’s functionality and assess changes which may be required.

Currently, demand disconnection blocks are set according to temperature-corrected winter peak demand levels, as specified in the Grid Code. As the energy landscape changes, there is a need to assess LFDD operation at all times of year, particularly when distributed generation output is likely to be high.

The first task for the workgroup was to determine how well the schemes would currently work and how much demand would be disconnected. The effectiveness of the LFDD schemes under a range of different weather conditions was assessed. DNOs provided metered data to show how much demand would have been disconnected per LFDD demand block at three different times of year.

The workgroup has so far considered summer minimum demand conditions, sunny conditions and windy conditions across the year in England and Wales. In some areas, the data showed that LFDD relays would disconnect more generation than demand.

The Grid Code specifies that if frequency should fall to 47.8Hz, 60% of demand should be disconnected based on temperature corrected winter peak demand. The same principle was applied to the three days which were assessed. Figure 5.16 shows the percentage of demand which would have been disconnected on each of these days.
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On the sunny day, the demand disconnected in the South West would have been below 60% because of the amount of distributed solar PV generation in this area. In the North West, more than 60% of the demand is disconnected as there is less solar generation in this area. Hence, the national LFDD target would have been met on this particular day, though not all of the regional targets would have been.

The same assessment is ongoing with the DNOs in Scotland to understand how well the scheme is currently working. There is an ongoing need to understand year-round LFDD behaviour.

Conclusions
This ENA working group is still in its initial stages of investigation. Further work is anticipated which will support a year-round understanding of the availability of the demand blocks against the varying output of distributed generation. Further work is required in England and Wales, which will also need to be extended to cover Scotland. In the short term, investigations indicate that geographical variability in demand and distributed generation output might help to mitigate regional disparities in LFDD function. Further work is still required to ensure that robust arrangements are in place year round. The workgroup is considering medium- and long-term solutions so that Grid Code OC6 can be revised to provide a suitable year-round solution.
5.5.5 Black Start

There is an ongoing requirement to develop Black Start strategy and to consider alternative approaches to system restoration. The providers of Black Start need to be more flexible in the future and new alternative technology providers are required to enhance the restoration options.

**Background**
Black Start is the name given to the system operator’s contingency procedure to recover from the unlikely situation of a total or partial shutdown of the electricity transmission system which has caused an extensive loss of supply. It is an important part of the system operator’s toolkit and provides a valuable insurance policy for consumers in the unlikely event of a system failure. As set by the regulator, we are obliged to ensure Black Start capability which we deliver through our Black Start strategy. It is important that we ensure technically robust arrangements are in place and maintained which allow for a safe and timely restoration of the transmission system.

Black Start capability is currently procured, as a service from providers that have the capability to restart from an on-site supply without reliance on external network supplies. These providers must be able to energise parts of the transmission and distribution network, using local demand to support the generator itself and to extend the created power island around the provider to support the start-up of other energy providers.

In order to maintain this Black Start capability, Black Start services have historically been procured from generators who had technical performance characteristics which allowed restoration to be carried out. Aside from the ability to restart without an external power supply, the capabilities required of a Black Start provider are:

- **Dynamic frequency and voltage control**
  The provider should be able to manage large fluctuations in frequency and voltage in the power island during restoration.

- **Reactive power capability**
  The provider should be able to manage the reactive power requirements involved in charging and energising the transmission network.

- **Block loading**
  The provider should be able to manage instantaneous loading of demand blocks and remain stable for these step changes as demand is reconnected, power islands are unified and whole system integrity is restored.

Restoration of the transmission system following a national or regional shutdown requires a coordinated approach which is initiated and lead by the system operator. The current restoration strategy splits the country into Black Start zones. A number of providers are contracted within each zone for redundancy and to increase the probability of them being in a state of readiness. This is on the condition that it is economic and efficient for consumers, compared to the counterfactual of the capability not being available.

Network restoration continues as the power islands grow and are synchronised together to form a skeletal transmission network. From this point onwards, increasing levels of power are restored as non-Black Start providers start-up and begin to supply energy to the system.
Whole system coordination

Discussion
Black Start is an example of an area where we have to continually assess our existing approach, foresee future requirements and adjust our strategy accordingly. Over the last twenty years, the providers of Black Start have been relatively fixed – a mixture of hydro and coal stations with the later introduction of combined cycle gas turbines. Large thermal plants have played an important role as they have inherent characteristics that have aligned with the restoration strategy. As coal plant closes in accordance with energy policy, there is a need to replace the Black Start capability of those which presently provide it. If market conditions for other thermal providers become more challenging, there could be increasing periods where these units are not dispatched by the market.

When Black Start is delivered by thermal generation, it is necessary that these generators are in a state of readiness to provide the capability quickly, effectively and reliably within the requisite restoration timescales. To do this the generator must be warm. If the generator is not warm, the capability it can deliver is greatly reduced and this in turn impacts the expected restoration timescales. Over recent years, there have been an increasing number of instances where the system operator has taken actions to constrain these large thermal generators to run. This has been to ensure that Black Start capability is maintained, as the market has meant the plant has not been delivered in merit.

Our Balancing and Flexibility assessments demonstrate that, as the system flexibility requirements increase, these thermal generators are likely to synchronise and desynchronise from the system more often.

Historical modes of base load operation cannot be consistently relied on in the future, therefore Black Start capability will require system operator action. While our existing approach may have been cost-effective when the periods of constraint action were few, it is clear that as existing providers become more variable in their operation, this will impact their capability. There is therefore a requirement for new providers who are likely to be in economic merit, or who can maintain Black Start capability for longer timescales after running. To ensure the valuable insurance policy of Black Start is economically secured for consumers, there is a need to consider new approaches, both in providers contracted and in restoration strategies employed.

Conclusions
Alternative providers of a Black Start service are required to support the restoration strategy and maintain Black Start capability. Our Balancing assessments show that periods where few conventional providers are delivered by the market are increasingly common. This means that existing providers need to become more flexible in their operation in order to remain warm while being supported by new providers. In the long term, alternative approaches and sustainable restoration strategies are being considered to ensure that they are optimised to provide an economic and efficient level of protection for consumers.

Since the plant capabilities required for delivering an effective Black Start strategy are likely to satisfy other operability requirements under normal conditions, the interaction with other topics of assessment should not be overlooked. Developments to Black Start strategy must be assessed in the context of other system operability needs to ensure that efficient, holistic solutions are delivered for energy consumers.
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**Conclusions**
The transition to a low carbon economy requires efficient, affordable and coordinated solutions across networks and energy resources which provide best value for consumers. As operability requirements change, we must consider developments to rules, tools and assets which unlock capabilities from the whole system to facilitate this future.

We have set out clearer requirements than ever before in order to enable a process of options appraisal and solutions identification. These requirements must be met to achieve a more flexible, low carbon electricity system which works for GB energy consumers.

This year, with your support, we have built a more detailed picture of what is needed, when it is needed and how those needs will change according to the *Future Energy Scenarios*, enhanced with additional balancing and flexibility insight. We will now combine this analysis with feedback from the industry to address the requirements identified.

**The way forward**
The SOF is just the first part in a series of information that we will provide over the coming months. In the spring, for the first time, we will publish a new document to give additional commercial information on system operability. This document will combine the medium- and long-term technical analysis from the SOF with specific near-term requirements and feedback from the industry. We are doing this to respond to your request for clearer information to facilitate commercial and investment decisions. It is intended to provide stronger signals to the market about what and when services and other solutions will be needed over the next few years.

We aim to develop solutions which are accessible to both new and existing parties, with an overriding objective to deliver value for the end consumer. With decarbonisation, decentralisation and digitisation, our requirements are changing. This document will be a step towards a new way of working that makes our requirements more transparent to the industry.

Greater transparency through better investment and operational signals can bring more competition to markets and drive down costs for the end consumer. We have a number of initiatives underway to deliver these signals to market participants.

We intend to improve the information we provide, making it more digestible and reducing barriers to entry. We are taking a holistic view of how our balancing and ancillary services are defined and reviewing all available methods for their procurement. This is to determine how we best identify and communicate the value of all commercial and technical parameters to the market. We are investigating establishing a shared services framework with the industry to allow market participants to offer their services to numerous parties.

These initiatives will involve significant engagement with the industry. This work will improve the route to market with a more level playing field for providers, to increase the social welfare of the balancing services markets. It will provide a clear direction of travel which allows the operability requirements identified in the SOF to be addressed.
Figure 6.1
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The method we used to produce a credible half-hourly dataset was based on selecting similar reference days from the past and combining this with FES data and an operational flexibility requirement.

Firstly, each day from 1 April 2016 to the 31 March 2026 was allocated a similar reference day from the past at random from the last eight years of historical data.

Reference day specification:
- within ±14 days of the target date
- the same day of the week
- a bank holiday, if and only if the target day is a bank holiday
- in the same time zone (GMT or BST).

Figure 7.1 shows an example of the selection process for a reference day for Friday 7 April 2017.

### Figure 7.1
**Reference day selection for 7 April 2017**

<table>
<thead>
<tr>
<th>Year</th>
<th>Month</th>
<th>Day</th>
<th>Similar</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>March</td>
<td>27</td>
<td>3 April</td>
<td>10 April</td>
</tr>
<tr>
<td>2010</td>
<td>March</td>
<td>26</td>
<td>2 April</td>
<td>9 April</td>
</tr>
<tr>
<td>2011</td>
<td>March</td>
<td>25</td>
<td>1 April</td>
<td>8 April</td>
</tr>
<tr>
<td>2012</td>
<td>March</td>
<td>30</td>
<td>6 April</td>
<td>13 April</td>
</tr>
<tr>
<td>2013</td>
<td>March</td>
<td>29</td>
<td>5 April</td>
<td>12 April</td>
</tr>
<tr>
<td>2014</td>
<td>March</td>
<td>28</td>
<td>4 April</td>
<td>11 April</td>
</tr>
<tr>
<td>2015</td>
<td>March</td>
<td>27</td>
<td>3 April</td>
<td>10 April</td>
</tr>
<tr>
<td>2016</td>
<td>March</td>
<td>25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Of all the Fridays within ±14 days of 7 April 2017 in the historical dataset, seven are excluded because they are bank holidays and the target date is not a bank holiday. Five are excluded because they are in GMT while 7 April 2017 is in BST\(^1\). The remaining days are similar days, from which 9 April 2010 was selected at random. This process was repeated for every day in the assessment period.

From each of the reference days, the demand profiler then took the transmission demand profile and weather conditions (wind speeds and insolation) from various points across the country. We used the trends in the FES\(^1\) to project the future transmission demand profiles. We accounted for growth in distributed wind and solar capacities to which we applied the reference wind and solar conditions. Figure 7.2 shows the projected transmission demand profiles for a week in August 2016 and the reference days upon which they were based. The range is shown by the thickness of each line. Discontinuities at midnight each day are caused by the reference day method which meant that assessments which spanned midnight needed to account for this artefact in the modelling.

\(^1\)Demand profiles, which are driven by coordinate behaviour of energy consumers, are noticeably affected by daylight saving time and the consequent time of darkness.
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The summer minimum demand for 2016 projected by the SOF demand profiler is shown in Figure 7.3. The date, 7 August 2016, happens to be the same as the actual summer minimum for 2016, to which we have compared it. The 7 August 2016 is discussed in detail in the Balancing and Operability case study on page 53. Note that while the assessment took time zone into account when selecting reference days, all of the results are presented in GMT.

**Figure 7.3**
*SOF projection of summer minimum demand versus outturn (7 August 2016)*

![Graph showing SOF projection of summer minimum demand versus outturn](image)

**Availability**
At the start of the assessment, a programme of planned outages was made for each unit depending on its fuel type. This was based on observed cycles of planned outages. Outside of these outages, we use a Markov chain method to assign a number of unexpected ‘breakdown’ days to each unit. Figure 7.4 demonstrates how the Markov chain is structured, using the probabilities of a unit transitioning (per day) between the two states of ‘available’ and ‘unavailable’ or remaining in the same state. In the example shown, if a unit was available yesterday then there is a 99% chance that it will be available again today. If it was unavailable yesterday, there is only a 12% chance of it becoming available today. These were based on the observed ‘breakdown’ and ‘fix’ rates for each fuel type.
The programme of planned and unplanned outages for each unit was then kept constant for all cycles of assessment. For example, if a unit was unavailable on 23 July 2019, it would be unavailable on that day in each scenario and flexibility case (these are discussed in the main body of the Balancing section).

**Inflexible generation**

For the purpose of this assessment, there are three types of generation which were initially assumed to inflexible to some degree. The first are nuclear generators, which were set to run at full output when they were available. This was due to their preferred operating mode as a result of their design and operational economics.

The second are the interconnectors, which transfer power between GB and other power systems according to our European economic model of power prices and transfer capacities. This model was run separately to the SOF balancing model and so was not aware of some of the conditions applied, such as including weather conditions.

The consequence of this was the days of high renewable output, which affects power prices, were not always aligned between the two models. This deficiency was resolved by running a second iteration of the SOF dispatch model which adjusted interconnector flows if necessary. For example, on days of high renewable generation output leading to over-supply, the interconnector flows could be adjusted to achieve balance. Note that the interconnectors between GB and the island of Ireland were not included in these re-adjustments. Due to the relative size of the Irish power system and high likelihood that Ireland would be experiencing similar conditions to GB, there is low likelihood that the Irish power system could substantially assist.

The third are the weather-sensitive renewable generators. The initial dispatch of large solar and wind farms depended on the prevailing weather conditions. They could not be increased beyond this initial position, and were only reduced in times of severe over-supply. Specifically, this only occurred during the second iteration, after interconnector adjustments.

Figure 7.4

*Example of a Markov chain for a generator’s daily availability*

The programme of planned and unplanned outages for each unit was then kept constant for all cycles of assessment. For example, if a unit was unavailable on 23 July 2019, it would be unavailable on that day in each scenario and flexibility case (these are discussed in the main body of the Balancing section).

**Inflexible generation**

For the purpose of this assessment, there are three types of generation which were initially assumed to inflexible to some degree. The first are nuclear generators, which were set to run at full output when they were available. This was due to their preferred operating mode as a result of their design and operational economics.

The second are the interconnectors, which transfer power between GB and other power systems according to our European economic model of power prices and transfer capacities. This model was run separately to the SOF balancing model and so was not aware of some of the conditions applied, such as including weather conditions.

The consequence of this was the days of high renewable output, which affects power prices, were not always aligned between the two models. This deficiency was resolved by running a second iteration of the SOF dispatch model which adjusted interconnector flows if necessary. For example, on days of high renewable generation output leading to over-supply, the interconnector flows could be adjusted to achieve balance. Note that the interconnectors between GB and the island of Ireland were not included in these re-adjustments. Due to the relative size of the Irish power system and high likelihood that Ireland would be experiencing similar conditions to GB, there is low likelihood that the Irish power system could substantially assist.

The third are the weather-sensitive renewable generators. The initial dispatch of large solar and wind farms depended on the prevailing weather conditions. They could not be increased beyond this initial position, and were only reduced in times of severe over-supply. Specifically, this only occurred during the second iteration, after interconnector adjustments.

---
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**Dispatchable generation**
The remaining generation was then dispatched to meet demand plus a system operator flexibility requirement. The order in which the remaining units were dispatched, the ‘merit order’, was provided by information from the FES. The merit order was applied by our methodology at a per unit level of granularity, but is simplified to fuel type for presentation purposes.

1. Marine
2. Hydro
3. Biomass
4. Gas (CCGT)
5. Coal
6. Gas (OCGT)
7. Gas Oil GT

When BMUs were running in the model, they had to operate at between 55% and 100% of installed capacity. Generation units subject to the Grid Code are required to have a minimum output level no higher than 55%. The model did not include inter-temporal constraints; it optimised each settlement period independently of those before and after it. It dispatched units without considering factors such as running up from or running down to zero. Furthermore, the network constraints that might limit how much power can be transferred between regions of the country were not included. These types of assessment are the subject of other system operator publications, namely ETYS and NOA.

Figure 7.5 shows a simplified view of the generation dispatch process. Its objective was to dispatch the minimum number of units that satisfies the requirements for demand and flexibility.

---

2The output of the small number of marine generators (tidal stream and tidal lagoon) was based upon a simplified model that accounted for their geographical position and a projection of the tidal state in that area. The tidal state was modelled on the principal semi-diurnal lunar harmonic and the principal semi-diurnal solar harmonic. This includes the dynamics of the twice-daily tide cycle and the spring and neap cycle.

3Water availability was not included as this was accounted for in the planned and unplanned availability of this generation type.
Redispatch iteration

If supply and demand were not balanced by the end of the initial iteration, a second iteration was run. The following steps were used by the balancing algorithm as an approximation of a set of credible steps which might be taken by the control room. In reality, the most economic steps that met operability requirements would be taken. For example, in times of over-supply this algorithm constrained wind and solar output before filling storage, but in reality these and other steps might be taken in a different order depending on the prevailing market conditions.

The first step of the redispatch was to adjust the interconnector flows (except those between the island of Ireland and GB, for reasons previously described). The following assumptions were made.
1. There was enough foresight that the initial market position was more favourable than the initial position set by the European interconnector model, or
2. The system operator had the capability\(^4\) to trade capacity over the interconnectors to effectively address GB operability issues, and
3. The connected systems were able to accept the changes that the market or the system operator requires.

The second step was to constrain wind, solar and marine generation\(^5\) in times of over-supply.

The third was to use storage assets, which were not included in the initial dispatch because they act to optimise the generation dispatch rather than act like a normal generator. Their operational modes include service provision, either to the system operator, network owners or other network users, or price arbitrage. Furthermore the complexity of modelling storage units is much greater than of generation due to that fact that its energy source is the power system itself. Effective storage modelling must include a model of the storage volume inside the storage asset, so that the asset does not import more energy than it can store, nor export more energy than it had available at that time. As a result, storage units were only included in the generation dispatch as a penultimate step. The assumption at these times was that the storage units would have sufficient foresight to hold enough capacity (to import or export) for the period which followed and that the market prices around those periods incentivised them to act in ways which supported system operability.

The very final step was a generic resource named ‘other balancing’. This is the gap between the expected generation dispatch at that time and the projected demand curve. This resource is expected to be fulfilled by demand-side services or other developments in the industry. We did not explicitly model individual flexible demand services, such as Demand Turn Up. This approach allowed opportunities for a range of flexibility solutions to be developed from a neutral background. The SOF is not a security of supply assessment; this is the area of analysis covered by the Winter Outlook Report and Summer Outlook Report, published shortly before the relevant season.

\(^4\)Other than by emergency instruction.

\(^5\)Of units that are visible to the system operator, this excludes most distributed installations.
## Glossary

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Word Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANM</td>
<td>Active network management. The control of energy resources according to the network state to maximise network utilisation.</td>
</tr>
<tr>
<td>BM</td>
<td>Balancing mechanism. The arrangements used to balance electricity supply and demand close to real time.</td>
</tr>
<tr>
<td>BMU</td>
<td>Balancing mechanism unit. Units of trade within the Balancing Mechanism. Each BMU accounts for a collection of plant and/or apparatus that is the smallest grouping that can be independently controlled.</td>
</tr>
<tr>
<td>BST</td>
<td>British summer time. During British summer time, civil time in the United Kingdom is advanced one hour ahead of Greenwich Mean Time (GMT).</td>
</tr>
<tr>
<td>CCS</td>
<td>Carbon capture and storage. A process by which the CO₂ produced in the combustion of fossil fuels is captured, transported to a storage location and isolated from the atmosphere.</td>
</tr>
<tr>
<td>CCGT</td>
<td>Combined cycle gas turbine. A type of gas-fired power plant that uses the combustion of natural gas or diesel to drive a steam turbine to generate electricity. The residual heat from this process is used to produce steam in a heat recovery boiler which in turn, drives a steam turbine to generate more electricity.</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined heat and power. A type of power plant where both useful heat and electricity are generated simultaneously in a single process.</td>
</tr>
<tr>
<td>CP</td>
<td>Consumer Power. One of the four 2016 future energy scenarios.</td>
</tr>
<tr>
<td>CSC</td>
<td>Current source converter. A type of power electronic converter in which the DC current is kept constant.</td>
</tr>
<tr>
<td>DER</td>
<td>Distributed energy resource. Energy resources (generation or demand) connected to distribution networks, which are generally smaller than those connected to the transmission system.</td>
</tr>
<tr>
<td>DG</td>
<td>Distributed generation. Distributed generation is electricity generating plant connected to a distribution network rather than the transmission network.</td>
</tr>
<tr>
<td>DSR</td>
<td>Demand-side response. A change to an industrial and commercial user’s natural pattern of metered electricity or gas consumption brought about by a signal from another party.</td>
</tr>
<tr>
<td>DNO</td>
<td>Distribution network owner. One of the owners of the networks below transmission voltage level (below 275kV in England and Wales and below 132kV in Scotland).</td>
</tr>
<tr>
<td>EFCC</td>
<td>Enhanced frequency control capability. The 2014 Network Innovation Competition project awarded by Ofgem to National Grid to demonstrate the provision of enhanced frequency services from a range of energy resources.</td>
</tr>
<tr>
<td>ETYS</td>
<td>Electricity ten year statement. The ETYS outlines the future boundary transfer requirements of the National Electricity Transmission System over a ten-year period and is published on an annual basis.</td>
</tr>
<tr>
<td>ENTSO-E</td>
<td>European network of transmission system operators – electricity. ENTSO-E is an association of European electricity TSOs. ENTSO-E was established and given legal mandates by the European Union’s Third Legislative Package.</td>
</tr>
<tr>
<td>FES</td>
<td>Future Energy Scenarios. The FES is an annual publication by National Grid which outlines the changes in the energy landscape under different scenarios.</td>
</tr>
<tr>
<td>FFCI</td>
<td>Fast fault current injection. Fast fault current injection is the current injected during and immediately after a voltage deviation.</td>
</tr>
<tr>
<td>FOP</td>
<td>Future Operability Planning. Future Operability Planning describes how changing requirements affect the operability of the gas national transmission system.</td>
</tr>
<tr>
<td>GB</td>
<td>Great Britain. A geographical grouping of countries that contains Scotland, England and Wales.</td>
</tr>
<tr>
<td>GC</td>
<td>Grid code. Sets out the operating procedures and principles which govern the relationship between NGET and users of the National Electricity Transmission System.</td>
</tr>
<tr>
<td>GG</td>
<td>Gone Green. One of the four 2016 future energy scenarios.</td>
</tr>
<tr>
<td>GMT</td>
<td>Greenwich Mean Time. Refers to mean solar time at the village of Greenwich near London, equivalent to Coordinated Universal Time.</td>
</tr>
<tr>
<td>Acronym</td>
<td>Word</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
</tr>
<tr>
<td>GSP</td>
<td>Grid supply point</td>
</tr>
<tr>
<td>GTYS</td>
<td>Gas Ten Year Statement</td>
</tr>
<tr>
<td>GVA</td>
<td>Apparent power</td>
</tr>
<tr>
<td>GVA.s</td>
<td>System inertia</td>
</tr>
<tr>
<td>Gvar</td>
<td>Reactive power</td>
</tr>
<tr>
<td>GW</td>
<td>Real power</td>
</tr>
<tr>
<td>HVDC</td>
<td>High voltage direct current</td>
</tr>
<tr>
<td>LFDD</td>
<td>Low frequency demand disconnection</td>
</tr>
<tr>
<td>LIFO</td>
<td>Last in first off</td>
</tr>
<tr>
<td>MG</td>
<td>Micro generation</td>
</tr>
<tr>
<td>NETS</td>
<td>National electricity transmission system</td>
</tr>
<tr>
<td>NOA</td>
<td>Network Options Assessment</td>
</tr>
<tr>
<td>NP</td>
<td>No Progression</td>
</tr>
<tr>
<td>NSG</td>
<td>Non-synchronous generation</td>
</tr>
<tr>
<td>OC</td>
<td>Operating code</td>
</tr>
<tr>
<td>OCGT</td>
<td>Open cycle gas turbine</td>
</tr>
<tr>
<td>Ofgem</td>
<td>Office of gas and electricity markets</td>
</tr>
<tr>
<td>PLL</td>
<td>Phase-locked loop</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>RfG</td>
<td>Requirements for generator</td>
</tr>
<tr>
<td>RoCoF</td>
<td>Rate of change of frequency</td>
</tr>
<tr>
<td>SCL</td>
<td>Short circuit level</td>
</tr>
<tr>
<td>SEL</td>
<td>Stable export limit</td>
</tr>
<tr>
<td>SO</td>
<td>System operator</td>
</tr>
<tr>
<td>SP</td>
<td>Slow Progression</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Word</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATCOM</td>
<td>Static synchronous compensator</td>
<td>Shunt device which uses power electronics to control power flow on the network.</td>
</tr>
<tr>
<td>STOR</td>
<td>Short term operating reserve</td>
<td>A service for the provision of additional active power from generation and/or demand reduction.</td>
</tr>
<tr>
<td>SHETL</td>
<td>Scottish Hydro Electric Transmission Ltd</td>
<td>The name used in network codes and elsewhere to refer to one of the onshore electricity transmission network owners in Great Britain.</td>
</tr>
<tr>
<td>SPTL</td>
<td>Scottish Power Transmission Ltd</td>
<td>The name used in network codes and elsewhere to refer to one of the onshore electricity transmission network owners in Great Britain.</td>
</tr>
<tr>
<td>SQSS</td>
<td>Security and quality of supply standards</td>
<td>The standard that sets out the design and operation criteria of the onshore and offshore transmission networks.</td>
</tr>
<tr>
<td>SVC</td>
<td>Static var compensator</td>
<td>A shunt device which uses power electronics to control power flow on the network.</td>
</tr>
<tr>
<td>TO</td>
<td>Transmission owner</td>
<td>An owner of transmission network infrastructure.</td>
</tr>
<tr>
<td>TSO</td>
<td>Transmission system operator</td>
<td>An entity trusted with transporting energy in the form of natural gas or electricity on a regional or national level using fixed infrastructure. National Grid operates the onshore electricity and gas transmission systems in Great Britain.</td>
</tr>
<tr>
<td>UKPN</td>
<td>UK Power Networks</td>
<td>One of the electricity distribution network owners in Great Britain. It owns and maintains the electricity lines and cables across London, the South East and East of England.</td>
</tr>
<tr>
<td>WPD</td>
<td>Western Power Distribution</td>
<td>One of the electricity distribution network owners in Great Britain. It owns and maintains the electricity lines and cables across the Midlands, South West and Wales.</td>
</tr>
</tbody>
</table>
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