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Executive Summary

Flexitricityis the sole provider of Demarfside Response (DSR) to the Enhanced FrequencyoContr
['FLIoAftAGE 69C/ /0 LINRB2SO0O® Ct SEAGNROAGEQA NERT .
Demand Side Response could provide support to a low inertia elgctagstem. To this end,

Flexitricity developed three new services for this project

9 Static RoCokvolves an electrical load being switched off in response to the Rate of Change
of Frequency (RoCoF) breaching a specified limit.

1 Spinning Inertiainvolvesoperating synchronous embedded generators (CHP engines) at part
and full load and mnitoring their response to variations in mains frequency.

1 Dynamic RoCoknvolves adjusting flexible loads in response to a locally measured RoCoF
value.

These new services were operated using generation and electrical load assets located on sites
belongid (2 Cf SEAGNAOAGEQE O2YYSNOALFE LI NIySNAO® { L

- Static RoCoF:
0 A chemical manufacturer with a 6MW compressor unit;
- Spinning Inert:
o A large greenhouse with two CHP engines;
0 A district heating plant with two CHP engines;
- Dynamic RGoF:
0 A cold store facility with compressors;
0 A wastewater treatment work with blowers and pumps;
0 A wastewater pumping station.

Working with these partnersFlexitricity installed frequency and RoCoF monitoring equipment on
eachsiteandintegratedtheseini 2 (G KS &AGS SljdALIYSyidiQa O2yiNRtf &dea
and communication channels to allow us to monitor the sites and to arm and didenRoCoF

response when required. At some sites, the frequency and RoCoF monitoring equipment was
provided by project partners GE, while on others, it was provided by Flexitricity.

A central element of the project was to determine the operational paramgethat the monitoring
equipment would work to and to create the technical functionality to suppoeistih parameters. In
most cases technical parameters were adjusted following a period of observation after equipment
was installed on site. This documentpiains underlying functionality and the initial and final
operational parameters for all services.
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life mains frequency detected locally. Of particulgrii SNS &G &6l a SIFOK aadasSqQa |
instances of rapidly changing frequency and high RoCos$e thecasions being indicative of the more

volatile frequency behaviour associated with a low inertia system. Field trials took place on all sites
overs®@SNI f Y2y(iK& RdAdzZNAY3I wHamT YR HAmMy® ¢CKS aArds
control cente and data were logged during all periods of operation. Examples of site behaviour drawn

from the trial period are included in this report and show lIbcaecorded frequency and RoCoF data
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The resultsshow that both Dynamic RoCoF and Static RoCoF are technically feasible and economic.
We concluded that Spinning Inertia from synchron@mbedded generators does not naturally
deliver the type of response required, and instead active @raf synchronous embedded plant
should be explored, in a similar manner to Dynamic RoCoF. The variability of RoCoF measurements
between locations reques some sitespecific tuning, but it is not necessary to install hogist
equipment on every partipating site. Overall, the results demonstrate that DSR has strong potential

to providereliable and economic support @ future low-carbon,low-inertia electricity system.
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Nomenclature
CHR-  Combined Heat and Power

DR-  Dynamic RoCoF

EFCC Enhaned Frequency Control Capability
FCDM Frequency Control by Demand Management
FTFF Flow Tadrull Treatment

GSR  Grid Supply Point

I/0 Module¢ Input/Output Module

PhC- Phasor Controller

PMU- Phasor MasurementUnit

RAS Return Activated Sludge

Ro®F- Rate of Change of Frequency

SlI- Spinning Inertia

SR Static RoCoF

Un - Unsignednteger

VSD Variable Speed Drive

WwTWcWastewater Treatment Works



1 Introduction

Flexitricity operats a 24-hour smart gid platform, delivering demand respoediy starting and
stopping electrical loads and generation assets on third paotymercial and industriakitesin
response to network need$Ve help to kalance the national electricity systetvy aggregating these
loads into dispatchable units of balangncapacity,allowing our commercial partners to unlock
revenue using existing assets.

Ct S E A objesticewithia thesEEFC@rojectis to develop new servicee help to steady thenains
frequency in a low inertiahigh renewables electricitgystem and to demongrate these services
during live tria on third party sites.This requiress to demonstrateghat industrial and commercial

load and distributed generators can respond to the Rate of Change of Frequency (RoCoF) in fast
moving events.

2 Asset/ Resource / Service Background Information
Flexitricity developedand testedthree separate services for the EFCC proj&tatic ROCoESR)
DynamicRoCoRDR)and Spinning Inerti&Sl)

The purpose oftatic RoCoks to respondquicklyto a significanlRoCoF excuian measured in the
local electricity supplywhich would indicate the rapid loss of a major infeed such as a power station
or interconnector.SR ungshouldonly respond when a specified RoCoF threshold has been breached
and shoulddeliverfull powervery quickly We aimed for delivery inside one second, but the ideal
target in the EFCC project was 0.5 secomtls looked for load types which wouldspond to negative
RoCoF evestonly, that is,when frequency igalling. While a Static ROoF servicaimed at positive
RoCoF events could be envisagied example by rapid tripping of embedded generatitins was not

the objective of the project.

In the Spinning Inertiatrial, we measured the natural (that is, uncontrolled) response of s@HIP
engines to rapid variations in mains frequency, to see whether they provided inertia in a similar
manner to large power stations. We monitored individual engines at full output, and pairs of engines
in a loadsharing mode, where one engine was pasded.

The Dynamic RoCoEervice is suitable for flexible electrical loads whose consumption can be
modulated continuously. In DR, the load is varied in response to the locally measured RoCoF reading.
These power excursions can be both positive and negatind thescale of the power deviation
corresponds to the magnitude of the RoCoF.

Eachservicehasvery definite operational parametersand only specific sites and equipmesre a
suitablefit to theserequirements The sites and their loads that Fleiiity operated these services on
are as follows:

1 A chemicals manufacturer with 6MW gasompressomunit which can be switched offery
quickly on a electronicsignal When the compressorunit is operational it can be made
available for Static RoCoF

1 Alargegreenhouse with twd..5MWCombined Heat and Power (CHP) generators. Both CHPs
participates in Spinning InertiaDuing periods agreed with the site outside of their usual
running regimewe operatedhe engines apart load



1 Acold store facility with four compressos on sitetwo of which are used for Dynamic RoCoF-.
The twocompressos have a variable capacity but typically operate at 50kW and 30kwW
respectively When either or both of thesecompressos are operatioal they can be made
available foDynamic RoCoF.

1 A District Heating plant with two 3MW CHP generatorsBoth CHPs patrticipate in Spinning
Inertia, and during certaiperiods agreed with the site outside of their usual running regime
we operated the genextors at part load

1 Awastewater teatmentworkswith two separate Dynamic RoClo@ads the Aeration Blowers
and theReturn Activated Sludge (RAS) punipsth load types are operated on variable speed
drives(VSDsand hence are capable of continuonm®dulation.

o Three aeration blowers canNR f 2E&3Sy tS@Sta Ay (GKS (N
tanks The blowers have a maximum power of 70 typically opeate between
85% and 100%f full load,though can be turned down as low 88%. All operatioal
blowers have their power adjusted foryBamic RoCoF operatiogenerally oneor
two blowerswill be operational at any time
o0 Four RASumpsreturn sewagesludgefrom the tertiary stage of theprocessto the
secondary stage. hE pumps have a combined maximum power of around 200kW
though they araypically run at around 125kWSite staff required thatlafour pumps
be operational for the RASy/stemto be availake for Dynamic RoCoF.

1 Awaste water pumping statiowhichpumps sewage towaste watertreatment works. There
are three Flow To Fullreatment (FTFTpumps on site. The pumps can vary their power
consumption but normally consume around 140kW each. THwels of the site tank
determine which pumps are operational and the load on each. The pumps are operated on a
duty/assist/standby regim, so thatbetween zero and two pumps will be operatiorzlany
time. Dynamic RoCoF is operated on all running pumps

3 Site setup

3.1 Static RoCoF

Static RoCoF operation requires a digital trip signal to be prodwbteth a RoCoF threshold valise
reached. The RoCoF trip signal is produced by Gpenent provided for thigroject, specificallya
Phasor Measuremerithit (PMU) and a Phasor Controller (PhQhe latter isalso known as a Local
Controller (LC).

The PMUs described in detail in the repisrof other EFCC partnert brief, he PMUconsists of:

- RA332 Acquisition Unit;
-  RPV311 Recorder;
- RT430 Clock.

The mains voltage is connected to the acquisition unithich converts the input voltage to an
analogue signal and communicatiéto the recorder. Therecorder is the processing unit which uses
the input from the acquisition unit anthe time from the clock taalculate frequency.

The PhC monitors the frequency output from the PMU, calculates the RoCoF and produces a digital
output when the Rode threshold habeen met.
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Figurel ¢ Interfacing between PMU and PhC

The PhC produces a single digital output when the RoCoF condition hambeeihe compressor
has historically been operated by Flexitricityder the Frequarcy Control by Demand Management
(FCDM) service.FCDMis a static low frequencyresponseservice;the compressorshuts down
immediately when a low frequenawvent is detected.Static RoCoF requires a different condition to
be detected but the samshutdovn behaviouris requiredfrom the site equipment. The trip oudput
from the PhC is wired in parallel to the pegisting FCDM trip signallhe trip signal is wired via a
timer so that the trip lasts for 3@inuteson each occasianThis trip period wasosen purely because
existing frequency response participargge accustomed to it; a shorter or longer period could be
considered depending on the load typ&he timer is powered only when ttséte is ready to respond

to for Static RoCoF.

3.1.1 RoCoF trip setting

In discussion with the site operator, we determinediraited number of trip eventghat would be

acceptableduring thetrial in orderd 2

YAYAYAAS GKS A YL} @ivasefided K S

that a RoCoF threshold that would be reachagproximatdy ten times per yearwould be an

appropriate target

The initial RoCoF trip setting used by the PhC from the start of the trial was agreed through discussion

with GE and National Gridchemost important of the PhGettings are given infablel.

For an event to be detected, both frequency and RoCoF conditions must be met at the same time.
The frequency condition (sFrqLThr[SE1]) that must be metts tess than 60Hz. Under normal
circumstanceshis will always be true which means that the event detection is contingent upon the

RoCoF condition only.

aA



Name \ Description \ Value
Resource allocation settings
sFrgLThr[SE1] | Low Frequency Threshold 60Hz
sUsrDefBnd User Defined bands 1
sUsrRCFLims RoCoF limits False
sLocCtrl Local Control True
Event Detection settings
sDtcrwWinSz Maximum size of detection 0.7 seconds
sDtcrDlyTm Hysteresis value for detection 0.04seconds
sUnFreqThr Underfrequency threshold 2%
sUnFrqRCFThr | Under frequency RoCoF 0.1Hz/sec
sLocCitrl Local Control True

Tablel- Initial PhC settings for Static RoCoF

The RoCobses a detection window containing frequency values which are received every 20ms from
the PMU. The algorithms focus on fast detection to meetrgmuirements for the project, therefore
employs multiple stages of detection for verification, and kgstalculations to increase the accuracy

of the detection method without unnecessary delay. There are a series of settings which allow the
users to déne the behaviour of the detection algorithms, such as changing threshoidadjusting
sensitivity. The glorithm has also been designed to riteough gaps in data which can occur in wide
area networks, andemain in operation despite the presence ofiaps, up to a limit. Further
information on the detection method can be found in the technical report by mantners in the
project, GE.

3.1.2 Data collection

Data is constantly recorded from the PMU and PhC units using PhasorpbomtPhasorpoint seer

Aa f 201 0SSR Ay DetaiS teaksteidt Gonbessite o th2 Phadopdngerver via the
existing communications channes S G 6 SSy Cf SEA G NA OA (i & QOf pitRylail NP f
interest is thefrequency calculateddy PMU, Ro@F calculated by Ph@nd the state ofeventand
resource allocation digital signals.
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Figure2 - Example of data displayed on Phasorpoint from Static RoCoF site
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3.2 Spinning Inertia

Both Spinning Inertia sites haw®o CHP geerators eachand both have historicallgperated their

CHR in demand response modes wittexitricity. In both casesFlexitricityalready ha equipment
installed on site taallow remotestart/stop of the CHB and monitor status signalsThere are also
already dedicated communicationshannels betweerthe sites Yy R Cf SEAGNRA OA (& Qa
Edinburgh

To convert these sites fahe Spinning Inertidrial, the CHPswvere given an additionainode of
operation where they operatat a reduced powelevel, rather than the normal full power mode
This involed reprogrammingthe site controls andaddingnew signals tahe interface between
Flexitricity and the control systems, tmdicate when the new mode of operation is to be
started'stopped.

3.2.1 Data collection

The preexisting monitoring of equipent records power output from the CHPs but not to the
granularity that wold be required forRoCoFanalysis. Additional equipment was installealt both
sites to record data of the required quality

Atthe horticultural site, &GEprovided PMU wasstalled on siteconsistingof an RA332 Acquisition

Unit, an RPV311 Recorder amh RT430 ClockThe PMU is used for monitoring orgy this siteand

there is no PhC installe@the PMUs providel with voltage and current sensing inptBth of these

are drawn from a locatiorbetween the combinedCHP outpwg and the grid connectionThe data
collected by the PMU is transferred to the Phasorpoint server in the Flexitricity office via the existing
communicaton channels.

At the district heaing site a different data collection arrangement was put ptace A National
Instruments cRIQ038 data logger was installed on site in a dedicated cabifié¢te datalogger
monitored voltage and current sensing suppli€ue to the electrical layout of the site,dhe was no
single locatiorwherethe grosselectrical output of both CHR®uld be measured before subtraction
of i KS aAidSQa. Hhdredrf@ it MBs@ecided to2rioritor the output of CHP1 onyata

O

NSy

collected by the data loggés organised intdiles containing approximately 20A y dzi S48 Q 62 NI K 2
¢tKSasS 23 FAfSa I NB SiNPYand GaiNEhserrédbaclCtd Bexitri@ighNA OA G &

control room@ A | (skc@mmaurficatiSrizhanels where the datas then postprocessed.

3.3 Dynamic RoCoF

Dynamic RoCoF sitbperation requires mains frequency to be monitored locally, RoCoF calculated

site, and an analogue output signal produced to indicate the magnitude of the power deviati
required based on themeasured RoCoF Because sites suitable for dynamic RoCoF are typically
smaller than the CHP and industrial load sites in the other two trials, we did not use the Phasor
Measurement Unit and Local Controller to detect RoCoF. iFiscause for dynamicoRoF to be

viable as a service, it is essential for it to be economic to exploit on these smaller sites. Therefore one
of our objectives was to demonstrate that we could do this at relatively low dsh result, a slightly
different detection algoritim is used.



The equipmentve used for this taskvasan Allen Bradley Micro 85@ontroller (except forthe cold
store plant where weused anAllen Bradley Micro 820) andnaoff-the-shelffrequency transducer.
Thefrequency transduer converts the mains sygy voltage into a 20mA analogue signal which is
fed to theAllenBradley.We found a wide variety of performance in commercialailable frequency
transducers; while many models may be suitabite right combination of speednd accuracys not
presentin all

TheAllenBradleycontroller fulfils three roles:

1. CalculatesRoCoHrom the mains supplyand producesan analogue output signal which
indicatesthe power deviatiorrequested to the sit€see section 3.3.1)

2. Actsasa hridge between thesite controlsand the Flexitricity outstationconverting signals
into the appropriate format for each side

3. Produceslogs ofdetectedfrequency andtalculatedRoCoF

3.3.1 RoCoF detection and processing

Thefrequencytransducer producs an aalogue measurement of the frequencihe signal is a linear
4-20mA signal where 4mA is 45Hz and 20mA is 55HiEs 420mA signal is an input to thallen
Bradley Micro controller which converts this analogon® a U (Unsignedteger) value of range
13107to 65535

P

230V AC Mains Frequency Transducer AllenBradley 800 Series controller

Frequency to Current conversion  Analogue to Digital Conversion
4555Hz to 420mA 4-20mA to 130765535 (Uk value)

Figure3 - Measurement of frequency

The Allen Bradlegontroller processes kil version ofthe frequencyto produce to analogue output
that is proportional to RoCoF he steps involved in this process are showRigare 4.



Raw Freguency input, Uy, (13107 to 65535)
L4

Frequency Reading and Scaling

“Freguency Raw™, Real Value (45 0Hz to 55.0Hz)

Frequency Low Pass Filtration

“Frequency Average”, Real Value (45.0Hz2 to 55.0Hz)

Frequency Rate of Change Calculation

“Frequency Slope”, Real Vaiue [Hzfsec)

Average RoCoF

“RoCoF Row™, Real Value [Hz/sec)

Dead Band Filtration

Real Value (Hz/sec)

RoCoF Output Limits

“RoCoF value”, Real Vaiue (Hz/sac)

1 Cubic Root Function (if necessary) 1

o — —— e o ==

“Finai RoCoF”, Real Volue (Hz/fec)

Output scaling

“Power devigtion”, Uy, (13107 to 65535)

Enable/Disable

“Power devigtion”, (4-20mA)

Figure 4 - The signal processing carried out by Allen Bradley Controller

Details of the internal processimgntained withineach bloclare described in the sections ahead.

3.3.1.1Frequency Reading and Scaling

The unsigned integds converted to Real data type (13107.0 to 6553510)e Real data typkmits
values to the range of 1310Fto 655350. Any value out of this range is replacedth the breached
limit. The Real values 107.0 to 65535.0) are converted to kalleddFrequency Rwe), using the
formula:

Output = ((Input- Min_Input)/Resolution_input))*Resolution_output + Min_output;
Where:
Input: Real value from 13107.0 to 65535.0
Min_Input: 13107.0 ninimum value of the input range)

Resolution_output:0.0125 (correspondotthe frequency transduceresolution in Engineering Units
(Hertz))



Output: Real values from 45.0Hz to 55.004& C NByIRuz§ y O

3.3.1.2Frequency Filtering
ThedFrequency BwE is passed through a820rder Butterworth bw Pass Filter to reduce noise.

Output wS I+t @I fdzSa FTNRY npodvelaged iz ppednl i O64aCNBIjdSy O

3.3.1.3Frequency Rate of Change Calculation
ThedFrequency Rerage is used to calculate the RoCORI K S & C NEB |j dgig/tkiedollovihg? LIS £ 0
formula:

Y_OUT = ( X[2]X[2] ) / Diff_time
Where:
X[1]: is thecurrentdFrequencyAverage sample value on the instant of the calculation.
X[2]: is the previousiFrequencyAverage sample value to the instant of the calculation.
Diff_time: is the time difference between samglim Seconds (0.0Gp
Y_OUTCalculated rate of frequency changehdda 6 G CNBIj dzSy Oe {f 2LISé 0

3.3.1.4 Average RoCoF

The RoCoF calculation producesasy signal due to quantization, rounding and white noise. The
oFrequency Slogsas averaged over a moving block to smooth the RoCafalsithe moving block is
250ms for pumpig station and cold store and 350ms for the WwTve formula used is:

h'¢ I' 6 -LbomM8 b -LboHS b -LbmoB b Xd
Where:
XIN[1]: is the currentt C NB |j dzS y €amplefvdlu@ dShé instant of the calatibn in Hz/Seconds

XIN[2] to XIN[N]are respectivelythe prev2 dza YR (GKS b (A YSasanpd JA 2 dza
to the instant of the calculatiofHz/s]

N: Number of Samples = {itial commissioning valu®r WwTW or 50(initial value atpumping
stationand cold storgsampleswith 5ms interval period.

XOUT AveragedroCoFvalue in Hz 6 d@F Rwe 0

3.3.1.5Dead Band Filtration

To prevent the output signal being constantly actsmaller RoCo¥alues must be treated as if they
are 0.0Hz/secTo achieve this, an unresponsive zone is created called almwat When the input
value RoCoF Rw) iswithin the boundaries of the high and low deddnd limits, the block will
producean output of0 Hzkec. When the input valuie out of the deadandlimits, it will be passed
to the output of the block unaltered.

Output: is the resultant BOoF output from the dead band in Hzd ead band RoCéF)
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Figure5 - Example of dead band block input and output values

3.3.1.6 RoCoF outpt limits

This stage limitsDead band BQFE values to a minimum and maximum range so that thoeSdE
value in Hz/seconds wille able to bescaled to power deviation signalitput. RoCoF values beyond
the maximum and mimium are limited to the maximum ahminimum valuesThe output of this
block isshe RoC  + | f dzS ¢ @

Note thatthe maximum and minimum values of-#60mHz/s have been assumedthis section but
in any specific implementatiorifferent values may be used.

3.3.1.7 Cubic Root Function (optional)

In some casese.g. pumping units, the equipment response to the power deviation signal is a
proportional speed change rather thapragportional power changePumping poweis proportional

to speed cubed, therefore to produce a power change proparéibto RoCoF, the RoCoF signal must
be processed via a cufveot function.

OutputY GKS | R2dzaiSR w2/ 2C @lftdzS 0aCAYylf w2/ 2Cé0

¢ KS & CAYl f hawthds@me formgaiand sdefe maximum and minimum values as the input

G2 GKAA &aSO0A 2y ntainingan/adud valieindz8ds whe@ tiunitpdwer change

is proportional to the power deviation signal, this functorf 2 01 A4 NBW2OER it yRdzE8K S
fed directly to he Output Scaling block.

3.3.1.8 Output Scaling
Thisblock convertstea w2 / 2 C 28D fa @3 &/ (e.g-168r8H/s2dCH60mHz/s) t@range of

Un@l f dz8&8 dmonT mivlueistipSp cdpt 206 SINE S S'GA L GA 2y &A3TYyIl f é o



ROCOF(Hz/Seconds) vs Power deviation Signal(mA)

- 1
—8— ROCOF output Values Deadband t--.
L S R——

0.00

n
=]
=
[=]
[w]
Y]
¥
[
I
w
w

E
i
=
'
o]
o
e
&

YR NSRS | TN

12
Analogue Output signal (mA&)

Figure6 - RoCoF Hz/s vs Power deviation signal (mA)

3.3.19 Enable/Disable
The final stage before converting the power deviation signal te2GrA signal is to decide whether

it is appropriatefor apower adjustmento be made to the site equipment.

When a power adjustment is considered acceptable, thegobwer deviation sigal is converted to a
4-20mA signal and output to the site equipmentWhen power adjustment is not acceptable the
output signal is held at 12mA (i.e. no power adjustment).

A power adjustment will be considered inappropriate if:

1. The arm/disarm signal indites the unit is disarmede. unit 6 not currently opted in for
service. Tharm signal will automatically be false if status signals from site indicate that power
adjustment is currently unavailable.

2. The! £ £ Sy . NI Rf S& Qa& hat bedhSpbler dewativon sighalfl vBthinitiie &8t 15
minutes.

The Allen Bradleig programmed with twdimers: T1, the maximum duration of a RoCoF activation
and T2the minimum time between two activationsThe purpose of T1 is to ensure that sites only
respond inthe initial, rapidlymoving period of a frequency disturbance. i¥2ntended to remove
nuisance activations.

For the purposes of the triall1 was set to 60sin accordance with our discussions with the
participating sitesT1 starts counting if theRodOoF Valuemovesoutside the dead band. Once 60
secondshave elapsedit will stop counting; deactivate theutput by setiing the power deviation
output to 12mA and start counter T2.

WhileT1 isactive, ifthe RoCoWalue returns to thelead bandange andstays there forl5s, T1stops
counting, deactivates theutput by setting the power deviation output to 12mAand starts counter
T2.



For the purposes of the trial,2was set tocount until it reachd 900 secondsAt this point it enables
the RoCoF outpugignalwhich meanghat T1 can be activated again

TimersT1 and TZnsure that pwer deviationseventsare keptto a manageable level so that the
participating equipment is ableto satisfy itsprimary purpose. The timer settings chosen were
deliberatelyconservative, to give assurance to the customers at this very early stage that Dynamic
RoCoF events will be strictly contained in their impact. This does not imply that a future Dynamic
RoCoFservice must have these valueBoth of these timers would badjusted to specific service
requirements in a commercial implementation.

4 Test Description and Objectives

4.1 Static RoCoF- Test Description and Objective s

The objective for the Static RoCoF trial is to derrares that a site can deliver a reduction power
demand inresponse tdastmoving frequency eventsOuridealtarget was response within 0g%.0s

of detection, with the response lasting f&@ minutes, in the event ofa negative RoCoF event
Specificallythe goal was to see the RoCoF evertedted locally by the GE equipment in line with the
agreed RoCoF trip requirements produce a trip output and foréagiired load drogo be delivered

in respmse to this bytripping the compressor

The field trials consiet of installing the equipment o site, carrying out commissioning testing and
making the unit available for Static RoGefvice always constrained he limitationsof thed A (1 S Q a
production schedule This site and the Static RoCoF equipment were constantly monitored by
Ct S E AsiiebdatohriEdim@urgh control room.

An additional objective was to better define the RoCoF trip requiremekgghis is a new servicie
ideal trip requiements were unknown prior to commencing the field trisdss RoCoF thresholdhich
would be expeted to be breachedtken times per annum was agre&dth the participating siteas the
model operational requirementThis represents a levef interruption to routine activities that would
realistically be acceptable to partner sités normal commercialoperation The initial trip
requirements represemd a best estimate of what these parameters should Gdey were chosen
on the basis thatoo few trips would be preferable to too mangnd they would be adjusted if
required following a periodf obsewration and recording of trip activity.

4.2 Spinning Inertia - Test Description and Objective s

The aim of Spinning Inerticefd trials was taest whetheradditional inertiawould be provided by
small generatiorsites to the national electricity systeasa natural part of their operating behaviour,
that is, without specific frequeneyr RoCofedriven governor control Of paricular interest is the
behaviour durindastmoving events whethe frequency is markedly unstable.

Thepotential commercial contéxXor the Sinninglnertiatrials is a multiengine high load factor site
such as a district heating or horticultural sitehavetwo CHP enginesould be run ateduced power
where otherwise one would be runningThis will naturallyprovide greater ineiia for the given
electrical output Therefore the trial consisted of (i) simultaneous measurement of power output and
site-measured frequency, and (ii) where possible, operating below full power output.



2 KAfS NBRdAzZOSR LJ ¢ SNJ 2 dziredtaiigen®rbkiBri initiezevent &f W ROCBR? Y ¢ T
this was not the main reason for reducing power output; in fact, our hypothessshat if CHP engines
demonstrate inertia response they would do so at any power output. It was expected that CHP
engines, whib are governor controlled, would attempt to hold a steady power output regardless of
frequency. The question is whether atmal RoCoF response to fasbving events would be

defeated by governor action.

The periods of greatesfolatility infrequency an RoCoF cannot be anticipated, so thal involves
running the engines in Spinning Inertia mode for long periods whileéngdibr events to occur. During
these periods of Spinning Inertia operation and other periods of engine usage, data for analysis is
collected on site: specificallfrequency, RoCoF and real poveeitput from the engines.

This service does not involve aayaloguecontrol signalto be producedrom RoCoF measurements
usingCt SEA G NR OA (i & Q aweR odaAliluAiGh riadjstnie@stoib& rabdS Instead, the
field trial consisted only oflata collection and analysis.

4.3 Dynamic RoCoF- Test Description and Objective s

The ultimate goabf the Dynamic RoCoF field trials was to shiat both negative and positive RoCoF
eventscould be measured locallysinglow-costequipmentand that site power consumption could
be adjusted to provide aqwer delta in response to both types of event without compromising normal
site operations.We did not attempt to integrate the Dynamic RoGiteés with Local Controllers or
any other aspects of the proposed wideea network.

To be able to see power detiian in responseo a RoCoF event would be considered a succéhs.
speedandflexibility ofthe response inthe context ofdiffering seveities of event aradditionalfactors
of interest

In the field trials we installed ouDynamic RoCoF equipmem the three trial sites, connectg it to

four distinct loads on those sites, and carried gommissioning test The siteswere then made
F@FAfLrofS F2NJ aSNDAOS a2 GKIGO GKS dzyAdaQ L3R gSNJ
Datawas colleted from sites in the form of daily logEhese contain measurements of threquency,

RoCoF, power deviation signal and the power consigngif the participating units.

The ideal Dynamic RoCoF algorithm for each location was unknown at the startodth The initial
settings were a reasonable first pass at choosing the algorithm vaRefining the algorithm was an
essential trangional step to achieving the main objective of demonstrating the Dynamic RoCoF
functionality. Specifically this meant choosing suitabladlead band maximum/minimum and
averaging parameters for RoCoF algorithm with a view to having a manageable nofrbeCoF
events and notable power devians measured for the events.

We noted that the ideal parameters were different for each site, as someesitgibited more noise
on their incoming mains supply, presumably due to differences in their local distribiétworks.



5 Test Process

5.1 Static RoCoFz Test Process

The equipnent was installed on site and fully tested (includiig Bcceptancelesting, SAJTon the

25" and 26" of October 2017 Thecompressorcan only be made available for Static RoCoF vithien

running. It has a variable operational schedule shaped bydhe 1 SQ& LINE RdzOGA2Y NBIj
usually involves running periods of several days in length followed by outages of similar timescale. The

PMU and PhC remained switched on at all sndetecting frequency, RoCoF and RoCoF events at all

times evenwhenthe compressomwasnot available to respond to them.

Testing of the Static RoCoF response simply involved making the site load available for service when
appropriate and waiting for a RIF trip event. Site staffmade Flexitricity aware of the running
schedule ahead of time through operational timetables sent on a weekly basil follow-up
schedule adjustment communicated via emdihe Flexitricity operations team manabghe proces

of arming and disarming the unit when appropriate.agreement wh National Grid, e compressor

was simultaneously available for Static RoCoF and FCDM seniresesses were in place to
interrogate outstation logs to determine which equipment heaiised the shutdown should both be
triggered by the same event.

The process for the trip requirements was to monitor PhC trips and PMU data using Phasorpoint,
observe and recordnytrips which occurredand adjusing thetrip setting if required. As wih the
original setting, any adjustment ofhe setpointswas discussd with GE National Gridand site staff

As the ideal number of trips is less thane per month,we expected that it wouldake a lengthy
period of time for the regularity of RoCoF et®to be observed with any confidence for any given
group set of trip settings.

5.2 Spinning Inertia Z Test Process

5.2.1 Industrial Greenhouse

A GE PMU was installed on site at thdustrial greenhouse site alongside standardFlexitricity
outstation. The site controls were modified fwrovide fora new mode of operatioq Spinning Inertia
mode ¢ where the engines operate at approximately 70% of maximum power output. The control
changes and installation workane carried out between December 2017 aldy 2018. The site went
live for service on 24May 2017 and completed the trial orit June 2018.

+2fGF3S YR Odz2NNBYy G YSIadaNBYSyida 7T NRsimedngtBat & A (S Q:
frequency, RoCoF and real power can be calculated, comaiu@cR JA Il Ct SEAGNR OA G & Q:
channels and recorded by Phasorpoibinlike the Static RoCoF site, this PMU is used purely recording

data; there is no trip output. The power reading is theet import/export for the entiresite, that is,

the siteload minus the combined power generated by the CHPse site load is always relatively

small in comparison to the CHP outmuapproximately 100kVih comparison tapproximatelyl MW

per CHRengine. Phasorpoint also records RoCmk as there is no PhQiite this is not a processed

signal but instead the direct output from theMU. It is therefore a much naisr signal tharthe RoCoF

recorded by the Static RoCoF si¢hich is posprocessed by the PhC

A running schedule wasesigned for the site tkeep engine start and stops to a minimum; this was
to operate in Spinning Inertia mode between 1400 and 1600, Monday to Frifagse runs directly



precede the usual red rate operation where the engines run at full power betwé6a and 1900,
Monday to Fiday (this isthe period when export poweis most valuableas distribution charge
benefitsaccrue ats® | f £ SR a Rieie gaNdinjofeatiopthe schedule was later adjusted to
increase the number of operational hour§he new hours were 1200 1600 for weekdays and 1200
to 1900 for weekendsAs the red rate running remaga as before, effectively the engines ran from
12001900,sevendays a weekwith full power only during 1600 to 1900 Monday to Frid@his new
schedule began on 12Apiil 2018and continued until therial ended on # June2018

5.2.2 District Heating

A National Instruments dR 9038 data logger was installed at the district heating site alongside a
Flexitricity outstation.The site controls we modified to include aew mode of operatior Spinning
Inertia modeg where the engines operate at approximately 70% of maximum power outphe
control changes and installation wonkere completedon the 203" October2017.

The data logger collectsizent and voltage measements at 20ms intervald=rom this data, power,

frequency and RoCoF can be derivet.KS RI Gl A& &aSyi2 FoFlA@S (@24 | Ct1KESA
outstation and communication channel3he data is sent in packages of approximately 60MB which
representaround 40minutesworth of data. The data was processed using tools developed by the

data logger firmware providers Metigrovidingfrequency RoCoF and power.

The site was initially made available from 1400 to 1600, Monday to FrideySI run washmediately
followed by a scheduled red rate run at full power from 1600 to 1900 on these days.schedule
was agreed toif in with existing operating patterns and to remove the need for additional engine
starts. There were several gaps in availdpiliue to maintenance and operational issudsor this
reason the schedule was later revised to allow for more hours of atien. From 12" March2018

the Spinning Inertia running hours weiecreased to0600 to 1600 and 1900 to 2300 Monday to
Friday with the full powerperiod remairng from1600 to 1900.

The power, RoCoF and frequency dat@only accurate during periods whichCHP1 is runningone
of these parameters can be accurately recorded at other tinldss is an important differeze from
the greenhouse site and is due to the location on site where the voltage is detected.

5.2.3 RoCoF events

Occasions with paitularly high RoCoF reading are of particular inteiesteterminingthe response

of CHP engines duringpinning Inertia operatim Given the extremely large data volumiewas
necessary to target specific periooshigh RoCokcidence for further ingstigation Areas of specific
interest include:static frequency responstips (<=49.7Hz)frequencywarnings €=49.8Hz); Static
RoCoF trips recorded at our Static RoCoF site; known interconnector failures; known power station
failures and particularlyigh RoCoF events detected during the Dynamic RoCoF sites analysis.

Once the time of an event has been identified the procesdattipg this event is different for each
site. For theindustrial greenhouse, Phasorpoint can produce csv files with pdinequency and
RoCoF. For the district heating site the data logger files require an additional processing as the
recorded data cotains voltage and currentather thanpower, with a reading every millisecondA

tool provided by our data loggesoftware providers process this raw data to produce files with
frequency RoCoF andower signals every 20ms.



A Python tooldeveloped intenally is used to produce graphs using the Phasorpoint logs for the
industrial greenhouse and the processed datgleglogs for thealistrict heating site.

5.3 Dynamic RoCoFz Test Process

The Dynamic RoCoF equipment was built into a cabinet and benchil iestiee Flexitricity office. A
frequency injector was used to test the RoCoF algoritmstallation and commisioningwere carried
out in November 201at the pumping statiorandthe WwTW andin January 201&t the cold store
Each site was made &ifor service once commissionings completeand remainedsosubject to site
availability.

The installed equipmeérwas setup to record daily logs which were transferred to Flexitricity. These
logs were used to produce graphs displaying frequency, RpGwo€y deviation and powe
consumption asshownin Figure7. Figure?7 - Graph offrequency, RoColppwer deviation and total
power consumption for 24 hours #te wastewaterpumping station prior to optimisation of

settings br the site
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Figure7 - Graph offrequency, RoCoRfower deviation and total power consumption for 24 hours #te wastewater
pumping station prior to optimisation of settings ér the site

The first part of the process was to adjust the algorithm to produce a workable number of power
deviations events (occasions when a power adjustment is requested from the Agedach power
deviation is followed by 15-minute outage, an ogractive algorithm (i.e. as illustrated by the green
line inFigure7) would react so often as to be unavailable most of the tiared would therefore be

likely tobe unavailable when the most significant RoCoF events oeduAn underactive algorithm
would respond rarely or not at alllnitially, the algorithm was overactiveso the setpoints were
adjusted accordinglyOnce the number of RoCoF evewiasat an aceptable level, adjustments were
made to the amplitude of the outputAdjusting the algorithm was an iterative process with several
amendments made over timeThe volume of RoCoF events can vary considerably from one day to
the next, therefore chnges vere made gradually as each new set of parameters required to be judged
over a prolonged period of time.

The final settingfor each site are given ifiable2.



df/dt sampling | Avg_Samples] Dead Band_| Min RoCoF | Max RoCoF
(HZsec) (Hz/sec) (Hz/sec)
Pumping 10 25 0.05 -0.08 +0.08
station
WwTW 10 25 0.14 -0.17 +0.17
Cold store 5 50 0.055 -0.08 +0.08

Table2 - Final RoCoEBlgorithm paranetersfor DR sites

6 Results & Testing Outcomes

6.1 Static RoCoFz Results and Testing Outcomes

The initial part of the trial involved having the equipment installed but not armed so that the initial
RoCoF trip requirements could be obsatva action. During the initial disarmed period there were
issues that prevented a cleassessment of the suitability of the original trip requirements.

Firstly, the high data volume led tgaps irthe frequency data recorded by Phasorpoifithis issuelid
not impact the data that was transferred from the PhC, specifically the calculat€dRRealue and
RoCoF event and trip digital signalnd was resolved by installing ragher bandwidth fibre
connection Prior to this upgradedata was lost over th&hristmas 2018 period including two
significant frequency events on Christmas day and Nesvk NQ& 9 @S @

Secondly, amongst the frequency data that was recorded were several examples of extremely high
frequency reading outside the range of reasonable frequey deviations. It was concluded that
these high frequency readinggere due to errosin frequency readingof the PMU. In December

2017 adjustments were made to the PhC event detection algorithm to reduce the likelihood of an
erroneous frequency spikieading to a RoCoF trignd n February 2018 a firmware upgrade was
applied to the RT43GPS Clock to reduce the number of frequency spikes.

During thefirst quarter of 2018the trial continued with the original RoCoF settiag Duing this period
there were no further RoCoF tripsind it was concluded thafollowing correction of the PMU
performance,the original trip settingwere insufficiently sensitive The parametera/ere adjustedas
shown inTable3.

Original values New values
RoCoF threshold for under frequency 0.1 0.08
event(sUnFrqRCFThr) (Hz/sec)
Hysteaesis value for detection, 0.04 0.06
sDterDlyTm (sec)

Table3 - Changes to RoCoF event detection made on 13th of March 2018

The adjustments to the settirsgnean that a smaller RoCoF reading can cause a RoCoF trip,output
but the event must last slightly longer.

Following the change of settig, four ROCoF events were detected during the followfimg months.
During these events the site was not armed for action and was unable to resfdns is because



during early 2018, an unegptedly high number o$tatic frequency responseips occured at the
site, and site staff determined that botinequency responsand StaticRoCoF operation should be
suspended for a period in order to ensure that production schedules were maintained.

However, frequency, RoCo&nd trip data was recorded on Phasorpothuring the period allowing
the performance of the Static RoCoF detection method to be appraised

6.1.1 First RoCoF trip - 03:10, 3rd April 2018

The first of these events occurred at 03:an 3 April 2018. Phasorpoint data of this event is shown

in Figure8. It shows frequency on the top chart, RoCoF in the middle chart and PhC digital outputs on
the bottom chart. On thaligital signals charts, the event outps represented by the yellow line and

a trip output is represented by redAn event will last for 30 seconds while the tsignalwill last for

10 secondsThe event is a necessary precursor to a trip but doesacessarily lead to a trip output.

The trip output will cause a shutdown if the equipment is arnibe eventsignalmerely indicted that
unusual RoCoF behaviour is being detectdthe yellow line overlays the red line, so where they
coincide (most ofhe time) the red line is not visible.

Local Frequency (Reason PMU)

50.1-
£0.05-
50-
40.05-
400,

0310 01 02 03 04 ©5 08 OT 08 09 10 11 12 13 14 1§ 1@ 47 18 18 20 21 22 23 24 25 28 27 28 20 30 3 32 33 34 3 3 I 3| 30

Y Axis (Hz)

I Frequency

[< | 03:10:00 03/04/18 00:00:40 03:10:4003/04/18 [ > |
Local RoCoF
A o
< 00a:
zrnnag
> 0007 . B B . B B B B . . B . B B B B . . B B B . B B .
0310 01 02 03 04 05 D08 07 08 03 10 11 12 13 14 15 18 17 18 1@ 20 21 22 23 24 25 2\ 2 28 2
Time

| rocor

[ < |03:10:00 03/04/18 00:00:40 03:10:40 03/04/18 [ > |

PhC outputs

057
2 0]
ESas
> 03

o}
0310 01 02 03 o4 05 o8 a7 o8 oa 10 1" 12 13 14 15 18 17 18 18 20 21 22 23 24 25 28 27 28 20 30 31 32 a3 34 35 36 ar 38 30
Time
I Load trip Event Detected

Ena:m:uuna/ﬂms 00:00:40 Di:lD:‘lClElifEWlElZ/
Figure8 - RoCoF trip event at 03:13rd of April 2018

The graph shows the frequency declining from 50.1Hz to 49.9Hz while at the same time RoCoF reaches
approximately-0.09Hz/s.A closer look at the log shows that tiBOmHz/®c threshold was broken at
03:10:04.78 and the event and trip outputs both became true at 03:10:04k82 is,40ms later. Of

note in this event is that although the RoCoF reaches a relatively large odgynthe frequency
remains within normal limitsnever going below 49.9HzSo this event would not result in any
conventional frequency responsdilisation, or be flagged by National Grid as ewent of particular

note. nsequently the cause of the sden frequency dip is unknowrNevertheless the 8CoF has

ONBI OKSR (KS tK/ Qa w2/ 2C (UNARLI GKNBaK2fR FyR KI

6.1.2 Second RoCoF trip- 02:42, 2nd May 2018
The second RoCoF event occurred at 02:42"6Nay 2018 and is siwn onFigure9. The fequency

is seen to drop suddenly from 49.95Hz to 49.75Hz, caused byM\W@ibop in supply.
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Figure9 - RoCoF trip eent at 02:42, 2nd May 2018

Figure9 shows that the RoCoF value in the middle chaactesthe threshold valueat 02:42:06 and
the trip output becomes true shortly afterwardsClose examination of the logs show that the
80mHz/sRoCoF threshold was broken at 02:42:05.80 and the trip output was true at 02:42:0@=84
is,40ms later. Th RoCoF reading on this occasion was noticeably smootheothather occasions.

6.1.3 Third RoCoF trip -20:42, 19t May 2018
The third RoCB trip occurred at 20:42 on 9May and is show iRigurel0. The frequency drops from

50.05Hz to around 49.8Hz
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Figurel0- RoCoF trip eent at 20:42, 19th May 2018

The RoCoF breaks tH8@0mHz/sec threshold at 20:42:08.64, the event becomes true at 20:42:08.70
and the trip becomes true at 20:42:08.76n this ocasion the RoCoFalue regularly returns to zero
giving the RoCoF graph dssjointedform. One of the zero RoCoF readings occurs during the event
detection, which presumably explainsvhy it takes longer(120ms)from breaking the 80mHz/s
threshold tothe trip output becming true.



6.1.4 Fourth RoCoF trip 7 09:02, 27t May 2018

The fourth RoCoF trip occurred on"2Wlay at 09:02 and is shown Figurell. The frequency drops
from around 49.95Hz to around 49.73Hz so would not hagellted instatic frequencyesponse.This
was due to alrop in generation of 400MW in the national system.
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Figurell- RoCoF trip event at 09:02, 27th May 2018

The RoCoF breakB80mHz/sat 09:02:41.92it then returns to zeo before breaking this threshold
again at 09:02:42.00 The event become true at 09:02:4202 and the trip becomes true at
09:02:4206. So in this casé takes 140ms from initially breaking the RoCoF threshold until causing
the trip output.

6.1.5 Simulated RoCoFevent with equipment shutdown - 11:00, 20t August 2018

As the trial progressed, it became increasingly likely that demonstrating an equipmedbs/n due
to a RoCoF trip event would require manual interventiobhis was because of the combioatiof
reduced availability due to the excessive number of-foeguency trips, and the initial difficulty in
determining the correct sensitivity of theoRoF settings on the PMW manually instigated trip was
arranged with the site to occur on 2@®ugust2018.

The trip was created using the PMU simulator package provided byfi@&EPMU simulator operates

2y |+t / A yontol réok ATheNilk-basedRhQid adjusted to interrogate tiwentrol room

PC for PMU data rather than the real PMThisA & R2Yy S @A éxistifgcdnmanicatignOA (G & Q &
channes to the site. The PMU simulator has two sets of PMU frequency data: one with a steady
frequercy output and one with a frequency dip that is known to cause a trip output from the PhC.

The PMU simlator runs the steady state dataset in a constant loop until indicated to shift to the
frequency dip dataset.

The simulator was setup in the morningatith of August and was switched over to the frequency dip
output dataset at around 11:00amA graph & the phasorpoint data of this event is shownHgure
12.
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Hgure 12 - Simulated RoCoF event at 11:00, 20th August 2018

The frequency data is from the PMU simulatoot from live data detected at thiime, so the

frequency is not related to a redife incident. The RoCoF and digital output are real data from the PhC

in response to the simulator input dat&Vhat is of importance is that the load trip and event dettsl

digital outputs are both seerotbecome true at 11:00:23. Both of these digital signals are fed to the
Flexitricity outstation from the PhC by hawdred digital signals connected to discrétgut/output

(1/0) modules. The power consumption of thenspressor is also fed e outstation viaa submeter

unit whichconverts the power signal to a2DmA analogue signakhich ispassed to the outstation

via adiscrete I/O modulenda Modbus interfaceCtf SEAGNA OAGE& Qa O2y (iN&f NR2Y
site via communications channels the outstation. The change in status of the event and load trip

digital signalsk YR G KS O2YLINK&daz2NRa L2 g aidobstidIrom B Y ¢ dc é
control room.

To understand the speed of the shutdown the ttagashownin Table4g | & RNJ 6y FNRBY Cf S|
outstation. The outstation log operates on GMT at all times wiktesorpoint is in BSTherefore an
event occuring at 11:00:00 on Phasorpoint is represented as 10:00:00 in the outstation log.

Timestamp Event etected status| Trip Output status CompressolPower
10:00:23.489 False False 6629062.DW
10:00:23.846 True False 6646406.25W
10:00:24.206 True True 6646406.25W
10:00:24.562 True True 6628125.00W
10:00:24.950 True True 6628125.00W
10:00:25.310 True True 1003593.75W
10:00:25.694 True True 1003593.75W
10:00:26.063 True True 4218.75W
10:00:26.414 True True 4218.75W

Table4 - Flexitricity outstation log data of simulated trip

The logs reveal that the data is recorded approximateice every 360mshis is due to the rate at
which the 1/O modules updateTheEvent Detected signal bere true at 10:0:23.846andthe RoCoF



trip output statusis true at 10:00:24.206. The RoCoF trip sigtied signal which cause the equipment
shutdown when the unit is armed will have become true at some point between these two
timestamps.

It is known that the powedrop on site is achieved by opening a breaker and that the power will drop
to zero in a single stepThe power reduction over two eps recorded in the log is due to the output
signal from the submetering unit which provides an averaged output, thereferean consider the
10035%W power reading at 10:00:25.310 to be indicative of the power being zero at this point. The
power values 64219W can be consided asnoise at theOW (represening a noise level 6f0.1%.

The drop in the power signal input tbe I/O module will have occurred at some point between the
10:00:24.950 and 10:00:25.310 timestamps. This means that the time betRe€oF trip and

power signal drop being received is between 1.46s and Owittsthe most likely value being

around 1.1seconds. Examination of the log shows that the metering signal generally stays the same
for two reading before changing sample oB3 datapointsshowsthe power signal always stathe
same for twodatapoints in successiarxcept for o instance of thesame power reading being
recorded three timeslt is therefore reasonable to assume that the sub meter unit providing the
power sigral to the IO module updates its value approximately once for every datapointsin the
log or approximately once ever@ms. This means that any power change will take an average of
360ms to be detected by thé® module. The time between RoCoF t@md power drop is therefore
estimated to be 1.18ss360ms that is,approximately 0.75s.

The trial site participates in conventional static frequency response services with Flexitricity. Within
that portfolio, it is among the slowest, though it religtdchieves the 2s trip requirement of those
services. Other sitdn the portfoliohave diferent arrangements of circuit breakers atrtb more

quickly. Signalling limits at this site make it impossible to achieve a more precise measurement of
trip time. However, considering the site in the context of its peers, we believe that the results
indicate Static RoCoF to be a viable service for sites which have proven capability in static frequency
response, and we expect that trip times of 0.5s will be acbéby the majority.

6.2 Spinning Inertia z Results and Testing Outcomes

Industrial Greenho use z Results and Testing outcomes

As there is no trip or algorithm involved in Spinning Inertia there were no adjustments or refinements
to be made to the equipmdnonce fully installed and demonstrated to be workin@nce the site
equipment was instalié, the CHPs were ruto the agreed scheduleand afterwards specific time
frames were investigated with Phasorpoint where notable events with high RoCoF Vwldes
occurred.

First Notable RoCoF eventy 16:20, 13t July 2017

On 13" July 2017 there was adrease in supply of approximately 1GW screenshot of the event as
seen on Phasorpoint is shokigurel3. There are some gaps in théndsorpoint data but there is
clearly a sharp dip in frequency at 16:20:15 displayed on the top clhbe.middle chart shows RoCoF
¢ it must be noted that this is raw RoCoF from the PMat smoothedby postprocessing ira PhC.

In spite of the noise othis signalthere is clearlya double spike in the RoCoF coinciding with the start
of the frequency dip.The third chart on the graph displayfse power reading on site.The power
signal is the total power reading for the whole site where imposhiswn as goositivenumber. That
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current is recorded and the voltagggnal used is phage-neutral, so the power shownmust be

multiplied bythree to give the true power.The period of time in the graph shows one CHP operating
in SI mode (LMW output) before ramping up to full power at 16:14. The ramp in power between 16:17

and 16:21 is theecondCHP ramping up from zero to 1.5MW.
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Figurel3- 13th July2017, 16:20, displayed on Phasorpoint

Figurel4 shows the power and RoCoF for a f@econd period around 16:15:20@he ble line is the
RoCoF and red line is thewer. The graph is based upon ktaken fromPhasorpoint containing one
reading every 20msThepower signal has beetonverted as described abovand inverted so that
power export from the site is positiveit this point, the secondengineis not yetat full power hence

the generatian is below 3MW. The power can be seen to vary by around 400kW during this period.
The site load is typically in the region of300kW so this variation in power must be due to changes
in CHP outputlt would appear that these variations in power are itgl behaviour for the site and

machine cause cannot be ruled ole therefore canot directly link these variations to RoCoF.

RoCoF vs Power - Focussed
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Second Notable RoCoF everg 17:00, 30th October 2017
A second notable RoCof event occurred orf' ctober 2017. This wasnoted asgenerated a

frequency response event under conventiosgdtic frequency responsgervices The Phasorpoint
data (inFigurel5) show tte frequency declineat49.7Hz The highest RoCoF values occur shortly after
the lowest frequency eventvhere the highest and lowest RoCoF spiecur around the same time

at around 17:00:37.
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Figurel5 ¢ 30th October 2017, 17®displayed on Phasorpoint

Figure16 show the power and RoCoF for a four second period around 17:00t&total power
averagesaround 3200kWasboth engineswere running at full power. The power varies between
3000kW and 3600K approximately with one negative spike where power drops as low as 2500kW.
The lowest power value coincides with the negative RoCoF spike.
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Figurel6 ¢ 30th October 2017, 17:00, RoCoF and powgported



District Heating z Results & Testing outcomes

As there is no trip or algorithm involved in Spinning Inertia there were no adjustments or refinements
to be made to the CHPs or controls once thegre commissioned. The data logger produced
considerable volumes of datavhichinitially restricted the amount of hours the data logger could be
used forand requiring careful data management. Later, bandwidth was increased and a data server
procured,removing this restriction

First Notable RoCoF Eventy 12:45, 8t January 2018

On the & of January 2018, there was a drop in supply of approxetmatOOMW. Though outside of
the usual Spinning Inertia running hours, ttiistrict heatingd A SiCHR was running at this time at
around full power.The data recorded from the data logger wasgessed to produc€igurel?. This
shows the power and RoCoF for aroume seconds before and after the largest RoCoF spikee
power varies from around 2900kW to 3050ky\this is full powerg with one large negative spike
where the power reaches around 2750kW. The largest RoCoF valoesHg/s.

Figurel7 ¢ 8th January 2018, 12:45, RoCoF and pogeneration

Second Notable RoCoF event, 07:25, 29January 2018

On 29" January2018there was a freqancy evento a drop in supply of approximately 635MVAt
this time the CHP was running at around 2600kW, a little short of full pokigurel8 shows power
and RoCoF fawo seconds before and after the largest RoCoF valliee power is seen to vary
between 2550kW and 2770kW wigtix notable negative spikes where the power reduces to 2400
2450kWapproximately Because these negative spikes ar¢ carrelated with the RoCoF signal, we
conclude that they are machinelated.































































